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Executive Summary

NCAR (National Center for Atmospheric Research) has been tasked by the NOAA/NWS Office of Sci-
ence and Technology to investigate, test and quantify the uncertainty of several techniques to calibrate
differential reflectivity (Zg,) for the future dual polarized NEXRADs using S-Pol, NCAR’s S-band po-
larimetric radar, as a test bed. Zg,. is the ratio of copolar horizontal to copolar vertical reflectivities.

The most widely accepted way to calibrate Z, is the vertical pointing (VP) method. Data is gathered
while the radar dish is pointing vertically in light rain and such data provides an external measure of near-
zero Zg, (Bringi and Chandrasekar 2001). The NEXRAD radars are physically incapable of pointing
vertically (60° is the maximum elevation angle) and therefore cannot use this method for Z,. calibration.
However, S-Pol can point vertically and such vertical pointing Z;. measurements are used as a calibration
reference in the evaluation of other Z,. calibration techniques. The Z, bias statistics calculated via the
vertical pointing technique are evaluated in this report and it is shown that the uncertainty of the VP Z;,
bias estimate is well with in the desired 0.1 dB level.

A main thrust of NCAR’s Z;, calibration project is to determine the viability of the NSSL-proposed
engineering calibration (EC) proposal (Zrni¢ et al. 2006) and to evaluate the uncertainty of the method.
The EC technique is based on a combination of differential gain measurements of considered static por-
tions of the horizontal (H) and vertical (V) paths (e.g., waveguides and antenna) plus on-line monitor-
ing/correction of the active paths (i.e., the receiver). The EC method uses solar flux reception to obtain
differential receiver path gain. The EC technique also requires several differential waveguide power mea-
surements which are difficult to accomplish within a 0.1 dB uncertainty. Using manufacture uncertainty
specifications for some typical high quality measurement equipment and knowledge of typical impedance
mismatch values, waveguide absolute power measurements as well as differential power measurements
have a theoretical estimated combined expanded uncertainty of about 0.20 dB. Again, this is for excellent
test equipment that is well calibrated and for an experienced, meticulous technician(expanded uncertainty
denote 20 coverage or a 95% confidence interval). Even though the differential power measurement has
several uncertainty terms cancel, there is the additional uncertainty of the extra waveguide coupling fac-
tor that dominates the uncertainty budget. Even if instrumentation corrections are made (e.g., precise
impedance mismatch factors can be measured and corrected in a calibration laboratory), the these two un-
certainty numbers may be reduced to about 0.12 dB, at least theoretically. However,such an approached to
the operation calibration of Z, for the NEXRADs would like be cost prohibitive and practically difficult
to execute. It is shown that by using a combination of Type A evaluations (repeated measurements) and
Type B evaluations (e.g.,manufacturer specifications), the uncertainty of the NSSL EC technique is about
0.30dB. If measurement methods are improved, this uncertainty is likely to be reduced somewhat.

To evaluate the EC method rigorously, repeated connect and disconnects of RF equipment need to be
eliminated and, in general, any human interface variability also needs to be reduced to a minimum. To
accomplish this, a network of RF test equipment for automated measurements has been assembled that
will be used to reduce the uncertainty of RF power measurements and thereby improve the evaluation
of the EC technique. The network of RF measurement equipment is referred to as the Automated Test
Equipment system (ATE) which has been constructed and the accompanying Labview control software is
now nearly completed.

Recently, NSSL has proposed an abbreviated EC technique that reduces the number of required power



measurements. Also, NCAR has designed an abbreviated EC technique. Both techniques are evaluated
in this report. Uncertainty budget analysis of the three EC techniques show that the NCAR abbreviated
method has the smallest uncertainty, though marginally, which is about 0.25 dB.

Also evaluated is the crosspolar power (CP) calibration technique that only uses passive sun mea-
surements and crosspolar power measurements to estimate the system Z4,. bias. By not relying on any
obtrusive RF power measurements, the uncertainty introduced by such measurements is avoided. S-Pol
measurements thus far support the viability and validity of this technique. The uncertainty of this method
is evaluated, via S-Pol experimental data, to be less than 0.1 dB. The calculated CP Z;, bias agrees very
well with the calculated Z, bias from vertical pointing data. It is also shown via experimental data that
the CP technique can be accomplished using alternating PPI scans of transmit H polarization and then
V polarization, using ground clutter targets, thus making the CP technique a viable alternative for Zg,
calibration on NEXRAD. Further statistical evaluation is needed, however.

Both the EC and CP techniques rely on sun measurements. It is shown that the uncertainty of mean sun
power measurement ratios can be measured to within 0.1 dB. Also, pseudo antenna patterns are calculated
from sun scan data so that the horizontal and vertical antenna pattern mismatch can be evaluated, at least
over the main antenna beam. Well matched H and V antenna patterns are required if Z,. biases are to be
avoided in regions of high reflectivity gradient.

It is emphasized that the following results are still preliminary and need to be further investigated,
quantified and verified via more data collection and analysis.



1 INTRODUCTION

NCAR (National Center for Atmospheric Research) has been tasked by the NWS (National Weather
Service) to determine the uncertainty of various methods for the calibration of Z;,. using S-Pol, NCAR’s
S-band polarimetric radar. Three techniques are investigated 1) the vertical pointing (VP) technique, 2)
the engineering calibration (EC) technique and 3) the crosspolar power (CP) technique. A primary focus
of this report is to define the “goodness” of the experimentally determined 7, biases or calibration factors
found from each technique. However, estimating Zg,. errors from known manufacture specifications and
knowledge of RF (radio frequency) measurement test equipment topology (e.g., impedance mismatches)
is also of central importance. Uncertainty of measurements is a way to quantify the probability that
a measurement(in the present case a calculated calibration factor) lies within some error bounds. For
clarity, uncertainty and the related measurement techniques and quantities used in this report are defined
in Section 2.

The most widely accepted way to calibrate Zg, is the VP method and this technique is used as a
calibration reference by which to evaluate the other two techniques. Since the orientation distribution
of precipitation particles when viewed vertically in the plane of polarization is uniformly random, the
intrinsic value of Zg, is 0 dB for such scatterers. Thus, data gathered while the radar antenna is pointing
vertically in light rain provides an external measure of nearly zero dB Z;. (Bringi and Chandrasekar
2001). Histograms of Z4. from such VP data have intrinsic average values of 0 dB and this is how Zg,
for S-Pol and other research radars has been calibrated in the past. Unfortunately, the NEXRADs cannot
point vertically and therefore cannot use the VP approach for Z,. calibration.

A second way to calibrate Z, is with an EC approach based on engineering measurements and the
following instrument model (Zrni¢ et al. 2006). The radar transmit and receive paths are divided into
“active” and “passive” parts. The gains and losses of the “passive” or “static” parts, i.e. the waveguides
and antenna, are measured by using test signals and radiation from the sun. The gain of the active signal
path (i.e., receiver chain) is monitored via test signal injection on a continuous basis. Transmit powers
are also monitored. By combining the passive and active calibration measurements, the Z;,. bias can
be estimated. The uncertainty of the EC approach is estimated from a combination of prior experience
(Type B evaluation; e.g., manufacturer uncertainty specifications) and on repeated measurements (Type
A evaluation) (Taylor and Kuyatt, 1994). Type A evaluations of RF power measurement uncertainty
can typically be quite small if the repeated power measurements of a signal with the same measurement
equipment is executed by the same technician over a brief time interval, (say minutes). We show that Type
B uncertainty is dominant in the uncertainty budgets of the evaluated EC calibration techniques.

A third method for Z, calibration makes use of the principle of radar reciprocity which states that
the two crosspolar members of the radar scattering matrix are equal, i.e, Sy, = Syp (Saxon, 1955). Prac-
tically, this means that the crosspolar powers measured with a fast alternating H-V polarization transmit
radar are equal if the H and V transmit powers are equal. Use of this fact along with passive sun measure-
ments can be used to calibrate Z;, and this technique is termed the crosspolar power (CP) approach for
Z g4 calibration. The CP method is not based on isotropy of the scatterers (as is the VP method) exact and
has been demonstrated previously with CSU-CHILL radar data (Hubbert et al. 2003). Operationally, the
NEXRADs will transmit H and V polarization simultaneously and thus this method will not work directly
as it has on S-Pol and CSU-CHILL, i.e., near simultaneous samples of the two crosspolar powers are
not available as is the case for fast H and V alternating polarization transmission. However, the average
crosspolar powers from stationary ground clutter targets (e.g., from consecutive PPI surveillance scans at
H and V polarization if indexed beams are used) can be measured by employing a slow mechanical switch
to alternate H and V transmit polarizations. This will be accomplished since the backscatter cross sections



of stationary ground clutter targets are invariant (ground clutter targets such as trees that can move with
the wind are exceptions). This has not been previously demonstrated but is shown in this report with
S-Pol data.

Uncertainty budgets of the three Z, calibration approaches are compared and discussed. The NCAR
Zg4, calibration experiment is ongoing and we show preliminary results that indicate the uncertainty of
each method using experimental data from NCAR’s S-Pol. We emphasize that the uncertainty estimates
reported herein are preliminary and larger data sets need to be gathered and analyzed.

2 UNCERTAINTY ANALYSIS

Calibration is a measurement process that assigns values to the property of an artifact or to the response
of an instrument relative to reference standards or to a designated measurement process. Its purpose
is to reduce the bias of the measurement process. There are measurement errors associated with this
measurement process. Uncertainty can be defined as an estimate of the expected limits of experimental
error. Uncertainty of measurement arises from incomplete knowledge, control, understanding, defini-
tion of the processes influencing the measurement. Influence effects, such as temperature, humidity,
frequency, mechanical stresses, path variations, and mismatches affect the result of measurements. (See
http://www.itl.nist.gov/div898/handbook/index.htm for more detailed treatment of calibration and uncer-
tainty).

Uncertainty can be categorized as either Type A or Type B. Type A uncertainty is represented by the
standard deviation of a set of measurements and is primarily quantified by repetition under controlled test
conditions( sometimes referred to as under statistical control). Type B uncertainty can also be represented
by the standard deviation of an assumed Normal Distribution but is not quantified through measurement.
It is quantified through manufacture specifications and other prior knowledge.

Errors can also be categorized (modeled) as systematic or random. Systematic measurement errors
bias the mean of a measurement data set, i.e., increasing the number of measurements and averaging will
not reduce systematic error as it will random errors. One way to detect and correct for systematic errors
is to use a calibration standard, if one exists. Typically, subtle systematic errors are the most difficult
to detect, model and quantify. If all systematic errors are eliminated the remaining fluctuations in a
measurement data set are considered random measurement errors and can be quantified by calculation
of the standard deviation of the data set. The random errors are usually considered Gaussian distributed
but this assumption should be examined for each data set. The systematic errors, however, can also be
modeled as random Gaussian distributed and included in an uncertainty budget.

As an example of the above concepts, consider a RF waveguide coupler. It may be marked by the
manufacturer as having -37 dB 0.3 dB coupling factor; that is, if 100 of these waveguide couplers were
tested, the average coupling factor would be -37 dB and the distribution of the coupling factors would
be Gaussian with a two standard deviation (o) of 0.3 dB (a 20 confidence interval is the typical industry
standard). If this device is used for RF waveguide power measurements, no amount of repeated mea-
surements will reveal the likely systematic error present. This is then a Type B uncertainty. One perhaps
could take the coupler to a sophisticated calibration lab and ascertain that the coupling factor is more pre-
cisely -37.1dB +/- 0.05 dB and thus the Type B uncertainty is reduced and becomes a Type A uncertainty.
After inserting the coupler into the radar system, the resulting measurement error will still be systematic
but the uncertainty can be quantified with the +0.05 dB measured specification. Thus, all errors may be
considered random variables.

An uncertainty specification is incomplete without a confidence interval (Taylor and Kuyatt 1994).
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Figure 1: S-Pol copolar antenna gain estimates from sun flux over 6 years.

The confidence interval used in this report is 20 or two standard deviations. This is sometimes referred to
as 20 coverage. The 20 coverage standard is used in this report since this is the coverage value typically
used by manufactures of RF devices. It also seems reasonable that meteorologist/hydrologists would like
to use Z;4, measurements that are calibrated to within 0.1 dB with 95% confidence (i.e., 20 coverage). In
fact, the NEXRAD Technical Advisory Committee recently recommended (in March 2007) that Z;,. be
calibrated to within 0.1 dB with 95% confidence (i.e., 20 coverage). Thus, the measurements presented
in this report are expressed as

E=M+$§ (D

where E is the quantity estimated, M is the measurement (or mean of measurements) and § represents the
uncertainty of the measurement with 20 coverage. The desired Z, calibration goal can be expressed as

Zgh =25 + Zg® 6 )
Where Z5% is the corrected or calibrated Zg,, Z7* is the measured Z, estimated from radar data, 254
is the Z4, bias calculated via one of the calibration techniques, and § is the 2¢ uncertainty of the bias
estimate. For details on the calculation of uncertainty, see Appendix A.

Next, we give a measurement example of long term calibration measurements from S-Pol. Figure 1
provides as a realistic example of a long-term temporal trend of engineering measurements in S-Pol’s
antenna gain estimates. The estimates derived from sun flux measurements were made using essentially
the same procedure over a period of eight years (1998-2006). Gain is measured from the reference plane
coupler (see Fig. 5) through the antenna to the far field. It is a factor in the weather radar equation, its error
combining with other errors. The evident temporal variation in Fig. 1 includes, at a minimum, changes in
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Figure 2: Linear regression of S-Pol copolar V to H antenna gain estimates from sun flux over 8 years.

true value from antenna reassembly and short-term measurement errors. Long-term bias effects are likely
present but are hard to quantify at the tenths-of-decibel-level. The important aspect of error decomposition
is difficult, especially without intermediate readings and redundant measurements. However, the results
show that the overall standard deviation of the set of H-channel system gain estimates is roughly 0.36 dB,
and that for the V-channel is 0.45 dB. Figure 2 show a linear regression of the V-channel estimates on the
H-channel estimates and the standard deviation of the V-gain is found to be 0.29 dB. These estimates by
themselves appear to bound the uncertainty but do not adequately portray the underlying accuracy of the
parameter for a specific field experiment.

Use of automated test equipment, described later, for calibration measurements permits more com-
plete decomposition of Z;,. uncertainty and will reduce human error and variance in measurement due
to repeated connects and disconnects. Such equipment and methodology will improve the understanding
of the measurement process and the quantification of the uncertainty. Whether or not the Z,. calibration
measurement uncertainty can be reduced to less than 0.1 dB is currently being evaluated using S-Pol as a
test bed for NEXRAD.

3 ENGINEERING CALIBRATION APPROACH

The EC method breaks the calibration task into two parts: 1) measurement of the gain of the static portion
of the of the signal path via injected signals, passive solar radiation and power meters, and 2) monitoring
of the dynamic portion of the received signal path via the injection of test pulses. The static portions of
the signal path are the waveguides and antenna. It is hypothesized that these signals can be measured
accurately enough to calibrate Z,,. to within 0.1 dB uncertainty. The active or time varying portion of
the receiver chain runs from the circulators through the 1&Q digital samples. The active portion of the
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Figure 3: A block diagram of a radar system for the EC method.
receiver chain likely needs to be monitored on a volume scan to volume scan basis using test pulses.

3.1 The NSSL Engineering Calibration Technique

The NSSL EC method which has been tested on KOUN, NSSL’s research radar, is described next (Zrnié
et al. 2006). The method begins with an engineering calibration phase followed by an automatic built-in
calibration-maintenance phase. The procedure attempts to separate the time-invariant factors from the
drift factors. The time-invariant factors are measured once in the EC method to establish a constant cor-
rection valid for the radar’s full dynamic range. The time varying factors are to be measured by an on-line
calibration maintenance function based upon test signal injection. Figure 3 appears in NSSL’s description
of the EC method. A summary of the EC method is as follows: manually measure the differential trans-
mit loss from point 1 to point 2, the differential receive loss from solar flux S to point 4, the differential
receive loss from point 2 to point 4, and the differential receive loss from point 3 to point 4. Invoke
reciprocity and calculate the differential transmit loss from point 1 to point S and calculate the differential
receive loss from point .S to point 3. Assume that like-path errors are highly correlated so they cancel,
and assume the passive transmission factors remain constant to much better than 0.1 dB. The Z;, bias
calibration equation is

ng«as = A(L 2)pulse + 2 [A(S7 4)noise - A(37 4)noise - A(Q, 4)cw + A<37 4)cw] +
A(27 4)cw - A(37 4)cw - A(37 4)dynamic (3)

where the number pairs indicate a calibration measurement from the first number to the second number,
and the subscripts indicate the type of measurement made. The subscript cw indicates that a “continuous
wave” source is used and “dynamic” indicates that this is the dynamic calibration of the receiver chain
that is to be performed periodically perhaps even on a volume scan to volume scan basis. Following the
NSSL EC method, the built-in calibration-maintenance function injects a variable-amplitude CW signal
at point 3 and is measured at point 4 to obtain the differential tracking loss between receive channels



Waveguide Coupler Specifications
Freq. Band 2.7-3.0 GHz
Coupling 442 +£0.3dB
Coupling Variation +0.2dB
Coupling Calibration | +0.2dB

Directivity 25dBm

Insertion Loss 0.05 dB maximum
SWR Primary 1.05

SWR Secondary 1.10

Table 1: Specification for WSR-88D waveguide coupler.
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Figure 4: An alternate block diagram of a radar system for the EC method. Compare to Fig. 3

as a function of signal strength. The differential gain from point 3 to 4, containing the active circuits,
will likely vary more than a minimum 0.1 dB and thus likely needs to be evaluated each volume scan.
There is to be numerical compensation for active path differential nonlinearity measured from point 3 to
4. One-time fixed bias removal suffices for the passive paths.

Using these measurements, at least in principle, the differential gain of the entire radar system is
known and Zj;. can be calibrated. However, in practice it is difficult to determine the measurement
error. For example, waveguide couplers represent a crucial component in the absolute measurement of
radio frequency (RF) power. Consider the current WSR-88D elevation arm coupler which is specified
in Table 1. Though the impedance match specification (SWR) appears within acceptable limits for this
application, the coupling factor accuracy specification (£0.3 dB) is larger than the desired 0.1dB Zj,
uncertainty. The evaluation of the uncertainty of RF power measurements using such waveguide couplers
is of central importance to the EC technique and is addressed later.

3.2 Other Engineering Calibration Techniques

Since the beginning of this Z,. calibration evaluation project, other possible EC methods have come to
light and in this report four EC methods are analyzed: 1) the original NSSL “long” EC method also
referred to as the two coupler method, 2) the new NSSL “short” method, 3) the NCAR one coupler
method and 4) the S-Pol legacy technique. To explain the differences between among these four methods,
consider the radar block diagram given in Fig. 4 which is equivalent to Fig. 3. The measurements “planes”
are shown by the blue (and one green) dashed lines. “PD” stands for power division, and “TX” stands

10



for transmitter. The S represent the sun’s radiation. The numbers refer to the identical locations as in
Fig. 3. For the KOUN radar, the green dashed line shows the location measurement plane 3 while the
blue number 3 measurement plane is used by S-Pol. This difference is noted, however, it does not affect
the results of our Zy, calibration analysis (unless the circulators are significantly temperature dependent).
The NSSL long method is referred to as the two coupler method since RF power measurements are made
with respect to two reference planes, namely, “2” and “3”.

In the NSSL short method, the transmit path is characterized by just one measurement: the measure-
ment of differential transmit power at reference plane “2”. The differential gain of the path from reference
plane “2” to outside the radome is considered negligible and is ignored. The transmit path is characterized
by passive solar measurement, i.e., from the sun to the I&Q sample. Thus, the NSSL short Z, calibration
equation becomes,

Zg:‘as = A(la 2)pulse + A(S> 4)noise- (4)

The dynamic calibration of Zg,. is achieved as follows: immediately after performing the EC calibration,
a dynamic differential calibration of the active portion of the receiver path is performed (i.e., from plane 3
to plane 4). Since the radar is calibrated, this dynamic calibration is considered a base line. If subsequent
dynamic calibrations differ from the base line measurement, the offset between the the two is considered
to be a Zy, bias caused by drifts in the active receiver path (e.g., due to changes in temperature). Measured
Z g4 then is adjusted by this offset value.

The NCAR EC method is similar to the short NSSL method but with the addition of one more mea-
surement: the differential power measurement from plane “2” to plane “4”. In this way, the complete
transmit and receiver paths are accounted for. The calibration equation becomes,

Zgias = A(la 2)pulse + QA(S7 4)noise - A(27 4)noise- (5)

This is referred to as the one coupler method since the two RF power measurements are made with
reference to just one plane, namely, plane 2!. As is show later, the Z;, uncertainty is smallest for this EC
method since the H and V couplers are used to both inject signal as well as measure signal (compare to the
NSSL short method) and there is a minimum of couplers used (compare to NSSL long method). When
the same couplers are used to both measure power as well as inject power in the calibration process, some
of the uncertainty due to the waveguide couplers cancel.

3.3 RF Power Measurements

Consider the problem of measuring the power flowing inside a waveguide. To do so requires

1. Waveguide coupler

2. Calibrated bolometer power sensor

3. Precision attenuator, adapters and cables
4. Calibrated power meter instrument

5. Procedures and recording

"Plane 3 could be used equally as well as plane 2, i.e., Eq. (5) becomes Z5° = A(1, 3)puise +2A(S, 4)noise — A(3, 4) noise
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At each hardware connector junction there will be an impedance mismatch that will give rise to unknown
reflections (unless this is measured with a high quality network analyzer). Additional uncertainties are
associated with the coupler, the bolometer and the power meter instrument. Uncertainty budget analy-
sis for the components used with S-Pol indicates that waveguide absolute power measurements in the
field (for example with the HP436A instrument and HP8481A sensor) have a combined uncertainty of
about 0.20 dB and the uncertainty of ratio (differential) measurements of about 0.18 dB. If instrumenta-
tion corrections are made, these 20 uncertainty numbers may be reduced to about 0.12dB and 0.05 dB
respectively. To achieve this, the waveguide coupler must be of high quality and have side arm coupling
factor of approximately 40 dB and high directivity better than 30 dB. The forward port coupling factor
must be known and maintained to 0.05 dB, and the equivalent mismatch of the side arm port and of the
power meter must be known and maintained to within 0.02 dB. These will be difficult standards to not
only attain by maintain.

In addition to these specifications, the calibration procedure will also contribute to the uncertainty.
Different technicians use measurement equipment differently. Repeatedly connecting and disconnecting
equipment can and will change impedance mismatches. Thus, the use of automated test equipment (ATE)
will minimize these sources of errors and uncertainty and the ATE designed and developed at NCAR is
discussed next.

3.4 Automated Test Equipment System (ATE)

Mechanical processes and procedures such as attaching and re-attaching cables, couplers and meters
introduce variability to the EC approach. To reduce these effects, Automatic Test Equipment (ATE) has
now been built into S-Pol to measure test point signals, inject test signals and monitor environmental
variables such as temperature along the signal path using fixed cable attachments and electronic switches.
Figure 5 shows a block diagram of S-Pol. The green box shows the ATE with its multiple input and output
lines marked in yellow. The shown yellow connectors (small circles) are connected to the other Test
Points also marked in yellow. The S-Pol system has two parallel processors: 1) the VIRAQ (developed
by NCAR) and 2) the SIGMET RVPS.

The transmit RF signal (red box) goes through a power distribution network which provides for 1) fast
alternating H and V polarization transmission (pulse to pulse) via a mechanical switch 2) simultaneous
H and V transmission via a power divider, 3) H only transmission and 4) V only transmission. The
transmit signal(s) pass through the circulators, Test Point 3, rotary joints, Test Point 2 and then to the
antenna/dish. The received signal passes back through to the circulators and then through the LNAs (low
noise amplifiers). Physically, the transmitter, the circulators, the LNAs and the remaining receiver and
processor circuits are all located in the S-Pol “transmitter trailer”. After demodulation to IF (intermediate
frequency), the signals pass through a switch shown in blue. The switch can direct the IF signals to either
IF amplifier #1 (called copolar amp.) or IF amplifier #2 (called crosspolar amp.). When operating in
fast alternating H and V transmission mode, the switch is typically used to direct the copolar signals to
the same IF amplifier so that any temporal variation in the IF amplifier and remaining sections of the
receiver/processor will affect both copolar signals equally. This is done to reduce the variance of Zg,
measurements. Thus S-Pol has four separate receiver paths to calibrate: 1) H signal to IF amp #1, 2) H
signal to IF amp #2, 3) V signal to IF amp #1, and 4) V signal to IF amp #2. Test Point 4 yields the
digitized in phase and quadrature (I and Q) samples (see http://www.eol.ucar.edu/rsf/spol/spol.html for a
description of S-Pol).

Inside the ATE is a control computer, wideband power meter, signal generator, noise sources, at-
tenuators and an RF switching matrix, all of quality necessary to achieve overall 0.1 dB measurement

12



uncertainty. Appropriate control connections are established between the ATE and the digital receiver,
transmitter, and antenna pedestal. The ATE records the process measurements and the radar scans of the
sun. Over a period of months a data base will be created so that a statistical analysis of the calibration
measurements will ultimately lead to an estimate of the uncertainty of the EC Z; method (and aid in
the evaluation of the other techniques also). Data from the VP approach will be used with ATE data to
evaluate the EC approach. An EC method is routinely employed at both CSU-CHILL and S-Pol, how-

ever, it typically has been found that a systematic Zg, bias persists which must be corrected using vertical
pointing data in light rain.

13
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Uncertainty | Description value (dB)
Us Waveguide coupling factor 0.10
Us Switch jitter 0.04
U, Attenuator 0.08
U, Power sensor (RF to DC) 0.09
Un Power meter 0.05
Uw,c Impedance mismatch between waveguide coupler and waveguide | 0.06
Ue,s Impedance mismatch between waveguide coupler and switch 0.06
Us,a Impedance mismatch between switch and attenuator 0.06
Uap Impedance mismatch between attenuator and power sensor 0.02
Ug,s Impedance mismatch between generator and switch 0.06
Ugn generator noise 0.02
Ugn Sun source & processing 0.05

Table 2: A list of 2cuncertainties for the differential power measurement shown in Fig. 7 .

3.5 The uncertainty of the EC method

In this section some of the uncertainties of making a power measurement from a waveguide are given
and the uncertainties are then applied to a differential waveguide power measurements. Finally, these
measurements are applied to the estimation of the uncertainty of the NCAR EC short method. Shown in
Fig. 6 is a picture of an experimental power measurement from inside the transmitter trailer at S-Pol. The
H and V waveguide are seen at the top of the picture. The waveguide couplers are blue and connected to
waveguide coupler can be seen the attenuator, power sensor and power meter. For this setup, the attenu-
ator would be disconnected from one waveguide coupler and attached to the other waveguide coupler to
complete the differential power measurements. Figure 7 shows a block diagram for a differential power
measurement. In this setup (modeled after the ATE) a switch is used to select either the H or V waveguide
for measurement. Shown also are circles that indicate some of the various uncertainties that affect the
power measurement. Table 2 gives a description of the uncertainties and typical values (20 coverage, for
high quality, well calibrated test equipment).

The uncertainty of H and V measured power can be expressed

Ui = (U2, Ul UR U, Usa, Uas Uag, Uy, Un) ©)
Un‘i = f (Uc‘/’ Uq‘u/707 Uu‘;/,sa USa Us,aa Uaa Ua,p: Up7 Um) (7)

where the superscripts indicate the H or V channel and the subscripts indicate the source of the uncertainty.
These uncertainties, which are in dB and therefore are fractional uncertainties, are assumed independent
and thus are combined in quadrature (see Appendix A). Using the uncertainties listed in Table 2, U =
UY = 0.19dB. The uncertainties in Table 2 are either manufacturer specifications or are uncertainties
due to impedance mismatch. The impedance mismatch uncertainties are are discussed below. As can
be seen from Eqgs. (6) and (7), there are several common uncertainty sources for the H and V power
measurements so that the uncertainty of the differential waveguide power measurement becomes,

up = f (v vl vl vy oy, o) (8)

m w,c? Y w,s? w,e?
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Figure 6: A picture of a power measurement made inside the S-Pol transmitter trailer.

16



V P2 (
WC

waveguide

b [WES]
U &

» Switch —»{ Atten. | PS [ PM

U ag 1
[ o @@ Un

Figure 7: A block diagram of a differential waveguide power measurement. “WC” is waveguide coupler,
“Atten.” is an attenuator, “PS” is a power sensor, “PM” is a power meter and “GN” is a generator. The
circles represent the various uncertainties. The double subscripted uncertainties are various impedance
mismatches between the devices. A list of the uncertainties with definitions is given in Table 2.

where Uﬂﬂ) is the differential power measurement uncertainty. Even though the uncertainty due to the
instrumentation cancels, there are the additional uncertainties due to the extra waveguide coupler (0.1 dB)
and the associated impedance mismatches. Again, the uncertainties are assumed independent and are
combined in quadrature to yield an expanded uncertainty of 0.18 dB.

This uncertainty can be regarded as the uncertainty of the A(1,2) term in the EC calibration Egs. (3),
(4) and (5) where the transmit pulse power is measured at test plane 2. If the same waveguide couplers
are used to inject signals for the purposed of determining the A(2,4), more of these uncertainty terms in
Eq. (8) will cancel when calculating the overall uncertainty of Eq. (5). Specifically, the uncertainty of the
waveguide coupling factor, U,, will cancel. However,

An important observation is that the coupling factor for a waveguide coupler is bi-directional or recip-
rocal where as the impedance mismatch factors are not reciprocal.

Thus, if a signal is injected via the switch in Fig. 7 for the purpose of measuring A(2, 4), when calculating
the uncertainty of Eq. (5), the waveguide coupler uncertainty factor will cancel. However, the uncertain-
ties due to impedance mismatch will not cancel due to the non reciprocity of these factors (this can be
attributed to the different load impedances seen). The total uncertainty of Eq. (5) can be expressed

Um = f( w7ZCn]> w:?njv w?gjv w?;l]v Uw,(():ut Up o™y Uyt Uw,gu ) US, Ugn, Ug,s, Usuny Utza UD

w,s I Cw,c

€))
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where the “inj” denotes the impedance mismatch at the waveguide coupler interfaces when signal is being
injected into the waveguide, the “out” denotes the impedance mismatch at the waveguide coupler inter-
faces when signal is being sampled from the waveguide. As can be seen from Eq. (9), the uncertainty of
making a Zg, bias estimate via Eq. (5) is due in large part to impedance mismatches. Other uncertainties
are Uy, the signal generator noise, Uy switch jitter and Uy, sun variability and processing procedures
(0.05dB), Up dynamic measurement errors and drifts (0.05 dB), and U}, the power injection uncertainty
for the measurement A(1,2) (0.05dB). The impedance mismatches are quite significant and the 20 un-
certainty estimate due to just just the 8 waveguide impedance mismatch terms is 0.17 dB (i.e., adding the
8 individual uncertainty estimate of 0.06 dB in quadrature). Adding the rest of the uncertainties yields
UL = 0.2dB. The uncertainties used are taken from Table 2 where we assume Uﬁ = Uﬂg’“ = Uﬁ c
and similarly for the other impedance mismatches.

a) Impedance mismatch factors For each component interface a connection of some sort needs to
be made and for each connection there will exist an impedance mismatch that will give rise to unknown
reflected signal that will alter the power measurement. Each mismatch alteration is itself deterministic and
may be corrected if the relevant scattering parameters of the junction are known, however this correction
is complex.

Though vector power measurements are deterministic, scalar power measurements cannot be consid-
ered such because of the unknown signal reflection coefficients at the connections. The error components
for this evaluation tend to be small compared to the error limits of test equipment and procedures. This
is termed a low “accuracy ratio”. The uncertainty performance of the calibration measurement process
must be better than the measurement uncertainty of the instrument being calibrated. That is the “accuracy
ratio”.

The reflection coefficient (I') is a complex number closely related to scattering parameters S1; and
S99 of two-port junctions. Return loss in decibels and voltage standing wave ratio (VSWR), cited in
component specifications, is related to the magnitude of reflection coefficient |I'| as follows

RLgp = 201log(|T'])
VSWR=(1+|')/(1—|T) (10)
IT| = (1 - VSWR)/(VSWR +1)

For evaluation of mismatch we employ the following power transfer equations

Pds = MgsPag (11)
Pu = MyPsy (12)

where Py, is the power delivered to the power sensor, P, is the power delivered to the load, if different
from the sensor, M5 and M are the mismatch factors, and P, is the available power from the generator.
Mygs and Mg, range between 0 and 1 depending on how well the match conditions for maximum power
transfer are satisfied (Kearns and Beatty 1967).

Mys = (1= [Tg[*)(1 = [Ts[*) /(11 = TLs ) (13)

In Table 3, the magnitudes of typical impedance mismatch uncertainties from (13) are presented, corre-
sponding to return losses of approximately -30 dB, -20 dB, and -15 dB typically found for microwave
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Figure 8: Basic circuit for mismatch error evaluation of power delivered to a sensor and to a directly
substituted load. A two-port microwave junction, such as an attenuator or a cable, may be placed between
the generator and load.

Model A Model B

Uy Const|I'|
| [Ty] | VSWR | RLload | RL load (dB) [ Mu- (dB) | Mu+ (dB) | uMu) (dB) | u(Mu)
0.024 | 1.050 [ 0.001 -32.256 -0.0052 [ 0.0052 0.002 0.004
0.091 [ 1.200 | 0.008 | -20.828 -0.0721 | 0.0715 0.025 0.050
0.200 | 1.500 | 0.040 | -13.979 -0.3546 | 0.3407 0.121 0.239

Table 3: Relationship between reflection parameters and impedance mismatches selected to represent
excellent, good, and average match conditions of a sensor connected to a generator having a return loss
of -20 dB. See text for explanation of mismatch quantities shown in the four right-hand columns.
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Figure 9: Histogram of simulated (Monte Carlo, 1000 trials) mismatch factors based on a sensor return
loss uniformly distributed up to -20 dB and generator return loss uniformly distributed up to -30 dB, -20
dB, and -15 dB, and uniformly distributed phases.

radar system components. Table 3 shows the magnitude of mismatch errors that occur at a power mea-
surement interface when a load with excellent, good, or fair match is connected to a generator with good
match. Itis evident that controlling the VSWR of each junction to a maximum of 1.2, but preferably better
under various measurement conditions, is essential to reach the goal of 0.1dB expanded uncertainty. Mu+
and Mu- are the uncertainties at worst-case phase angles. The column labeled U |I';| is the calculated stan-
dard uncertainty under the assumption of a uniform distribution of reflection coefficient I'; and phase; the
column Const|I';| assumes that the reflection coefficient I'; is as specified but again with uniform phase
on each side of the interface (Agilent Technol. 2001).

The reader is reminded that though the right hand columns represent likely uncertainty at each mea-
surement junction, there will be several such measurements that contribute to the combined uncertainty.

Mismatch errors do not possess normal distributions and have been further evaluated with Monte
Carlo simulations. Results are shown in Figs. 9 and 10 corresponding to columns U|T';| and Const|I';]|
of Table 3. The distributions are not Gaussian and show the potential of fairly large errors even for well
matched components. Either the impedance match of components must be carefully controlled for these
scalar power measurements, or the more difficult vector power measurements may be used.

Most microwave measurement texts and articles devote a substantial percentage to treatment of ways
to mitigate mismatch effects for precise power measurement. Many of the assumptions made regarding
impedance mismatches are tantamount to assuming reciprocity: the implicit impedance matches are “sta-
tionary” and reciprocal to a degree that is better than measurable (say 0.01 dB). This is subverted in at
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Figure 10: Histogram of simulated (Monte Carlo, 1000 trials) mismatch factors based on a sensor return
loss of a constant -20 dB and generator return loss constant at -30 dB, -20 dB, and -15 dB, and uniformly

distributed phases.
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least two cases that we can think of: 1) a circulator will not have the same reflection coefficient when
in transmit mode as when receiving and 2) the return loss of the antenna system will depend on antenna
position by virtue of “wow” in the rotary joints and variable radome seam scattering. As an additional
example, consider the measurement of the factor A(1,2) where a waveguide coupler is used at measure-
ment plane 2. The load seen by the transmitter will be antenna system and this will govern the associated
reflections and impedance mismatch will affect the power measurement. Next consider the evaluation of
the factor A(2,4) which uses the same waveguide coupler but for signal injection this time. The load
seen this time is governed primarily by the circulator and thus the impedance mismatch value and the
associated reflections has changed even though the hardware connection have remained the same. This
then is the bases of the 0.06 2¢ uncertainty used for the impedance mismatches in Table 2.

4 CROSSPOLAR POWER APPROACH

The CP method has been successfully applied to the CSU-CHILL as well as S-Pol radar data to calibrate
Z g4, (Hubbert et al. 2003; Hubbert et al. 2006). The technique uses the property of radar reciprocity
(Saxon 1955) which states that the off diagonal terms of the radar scattering matrix, Sp,,, Sy, are equal
(Bringi and Chandrasekar 2001). Using this fact the Z, calibration equation can be derived:

PSC’U

anl _ ZmSZ
dr dr th

(14)

where Zfl;‘l is calibrated Zg,, Z]" is measured Zg,., S is the ratio of the V and H power from sun mea-

surements, and P,,, Py, are the average transmit H and transmit V crosspolar powers, respectively. The
crosspolar powers may be averaged over a few rays or an entire volume of radar data. Both precipitation
as well as ground clutter targets may be used. If precipitation targets are used, fast alternating H and V
transmit polarizations must be used. The CP Z;, calibration approach is like the VP technique in that
neither require waveguide couplers, signal sources nor power meters and thus the associated uncertainty
related to such RF measurements is eliminated.

S-Pol employs a copolar and crosspolar receiver design in contrast to H and V receivers as described
in Section 3.4. This is done to reduce the variance and drift of the Z;. measurement but this also slightly
changes the Z;, calibration equation to:

P,
Ziy = 215150~
Prp

15)

where S is the ratio of V-copolar to H-copolar sun radiation and S5 is the ratio of V crosspolar to H
crosspolar sun radiation (See Hubbert et al. 2003 for details).

5 Zg CALIBRATION ISSUES FOR NEXRAD

Since NEXRAD will use simultaneous H and V polarization transmission to achieve dual polarization
(Doviak et al. 2000), the Z, calibration procedure will need to be modified for the CP method. With
fast alternating H and V transmission, the H and V crosspolar powers can be obtained essentially simul-
taneously. This is not the case for simultaneous H and V transmission: the crosspolar powers are not
available! However, for NEXRAD slow mechanical waveguide switches can be used that allow only H
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polarization or only V polarization to be transmitted and thus both crosspolar powers could be measured.
If indexed beams are used, the H and V crosspolar clutter powers from alternate transmit only H and only
V scans should be equal and thus could be used to calculate the ratio P,/ P,;,. Experimental S-Pol data
is given in Section 6 that support this.

Additionally, NEXRAD by design will employ H and V receivers instead of copolar and crosspolar
receivers. Since the H and V copolar powers, P2, PV that yield Zg,. = 10log,,[PX /PY] are processed
by separate receiver channels, there will likely be significant differential fluctuation of these measured
powers over time periods of tens of minutes. Of particular concern are the NEXRAD LNAs which reside
up in the pedestal where they are exposed to significant temperature swings. Thus, in order to maintain
uncertainty of Zg,. calibration to 0.1 dB, the receiver chain differential gain will very likely need to be
monitored. This may be accomplished by several means. One way is to repeatedly make sun scans.
However, the sun is not be available at all times: during the night, shadowed by precipitation, or when
located beyond the scanning capabilities of the radar. Another technique would be to again use the

crosspolar power ratio measurements since

Py, PG,
P., PGy’

(16)

where P} and P! are the H and V transmit powers and G}, and G,, are the H and V receiver gains. Thus,
if the the transmit power ratio, Pf /P! is constant over the measurement period, the ratio of crosspolar
powers yields the differential gain of the receivers, GG, and G,. This would require that the radar period-
ically make scans using transmit only H and only V. This obviously takes time and would cause wear on
the mechanical switches. The third option, as mentioned above, is to inject test pulses into the receiver
(before the low noise amplifiers), observe the 1&Q output and in this way monitor any drift of the H and
V receiver gains. The H and V gain curves of receiver chains are recorded when the initial calibration
is accomplished. The difference of the two curves gives the Z,. bias base-line. Any deviation from this
base line curve found from subsequent test pulse measurements indicates a drift or bias in Zg,. and thus
can be used to correct Z ;..

6 EXPERIMENTAL RESULTS

In this section we present experimental results that are indicative of the uncertainty of the measurements
that are required for the three Z, calibration techniques. Data come from both the RVP8 and VIRAQ
processors. In the following analysis we assume that all systematic errors are negligible and thus we are
estimating the uncertainty due to random errors. Any systematic error should be evident when the Zg,
biases calculated from the EC, CP and VP methods are compared.

6.1 Sun measurement statistics

The following data was gathered on 24 August 2006 using VIRAQ. Figure 11 shows a histogram of a set
of 32-point, H-channel, sun-bore-sighted beam powers possessing a sample standard deviation of 1.04
dB. If 0.02 dB measurement uncertainty (see Appendix A) is desired, then about 13,800 integrated power
measurements should be used to compute the mean power. This amount of data is easily obtained from
sun scan measurements in about minute (depends on scan strategy).

The following data is processed by VIRAQ. On 8 August 2006, 13 consecutive “box scans” of the sun
were made. The azimuth scan with the highest power point is selected and then the azimuth scan before
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Figure 11: Histogram of 32 point integrated sun power measurements.

and after are also selected. Five beams are then selected from each scan centered on the beam with the
highest power. Gates 150 through 950 are used and with 32 samples per gate and this gives a total number
of 1&Q samples of about 384,000. These samples are averaged for each box scan in order to estimate S
and S that are required for the crosspolar power calibration technique. The calculated 552 numbers are
(linear scale)

0.7760 0.7789 0.7854 0.7773 0.7843 0.7713 0.7795
0.7745 0.7812 0.7767 0.7744 0.7801 0.7732

The mean is 0.7780 with a standard deviation of 0.0042. The standard deviation is 0.023 dB and the 20
uncertainty of the 0.7780 mean estimate is 0.0130dB. This indicates that the uncertainty of the 5155
product over a short time interval (about 0.5 hours) is well within the 0.1 dB uncertainty desired for
NEXRAD Z,;. measurements.

a) Analysis of receive paths Recall that .S; is defined as the ratio of V-copolar to H-copolar passive sun
measurements (i.e., both V and H signals are processed by the copolar receiver). Referring to Fig. 5, the
H-copolar signal path is from the antenna to the switch (blue box) through IF amplifier #1. > Likewise, the
V-copolar path is from the antenna to the switch (blue box) through IF amplifier #1. Thus, the differential
path of the H-copolar and V-copolar sun measurements is from the antenna to the input of IF amplifier #1
and the uncertainty of the above reported sun S; power ratio measurement is attributable to the differential
gain variability of this path difference. Similarly, S is defined as the ratio of H-crosspolar to V-crosspolar
sun power measurements so that the differential path is from the antenna to the input of IF amplifier #2.
Thus, the uncertainty of the S; and S3 measurements should be very similar since the only signal path
difference between the S7 and .So measurements is through the switch, i.e., uncertainty in the measurement
of both ratios quantify the differential gain variability of the H and V signal paths to the switch over the

>The path from IF amplifier #1 to the 1&Q samples is defined as the copolar receiver and the path from IF amplifier #2 to the
1&Q samples is defined as the crosspolar receiver
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Solar Scans, 11-week Summary, 060614-060831 & 061009
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Figure 12: Histogram of 309 Sy ratio measurements.

measurement period (neglecting the switch path differences).

Similarly, the differential path of H-copolar to H-crosspolar sun measurement ratio is from the IF am-
plifiers to the I and Q samples and thus measurements of this ratio quantify the differential gain variability
due to the copolar to crosspolar receivers. Continuing, the differential path of H-copolar to V-crosspolar
sun measurement ratio is over the entire sun signal path from the antenna to the I and Q samples. Thus,
analysis of the various ratios of sun power measurements show the differential gain variance of 1) the
copolar to crosspolar receivers (IF amps to I and Q samples), 2) the H and V receive paths (antenna to IF
amplifiers) and 3) the entire receive path (from the antenna to the I and Q samples).

From 14 June to 24 August, 309 sun box scans were made and the mean ratios S7 and So were
calculated. Figures 12 and 13 show histograms of these 309 values (linear scale). = The means are
0.883 and 0.886, respectively, while the standard deviations are 0.005 and 0.006, respectively (all in
linear scale). This yields a uncertainty (20) of 0.049dB for S; and 0.058 for Sy over the entire 72
day measurement period. Figure 14 shows the histogram of the product S;.52 and the mean is 0.781
with a standard deviation of 0.0091. The uncertainty is 0.10 dB. These Type A uncertainty values are
likely dominated by variations in the gains of the LNAs since they are the only active component in the
differential path. Figure 15 shows the time series of the 5155 values. The plot indicates that although
the variance of the 5152 product is small, it should be monitored frequently in order to to keep the Zg,
calibration uncertainty under 0.1 dB.

Figure 16 shows the time series of 309 sun power measurements of H-copolar to H-crosspolar ratio.
The plot shows an increasing trend from O to 40 on the scan number axis and there is also a spike at
about 110 on the scan number axis. The exact cause of these anomalies is presently unknown but there
were several system adjustments made during these time frames. The mean and standard deviation of the
values from scan number 125 to 309 are 0.715 and 0.0041, respectively. The 20 uncertainty is 0.050 dB.
Again this uncertainty is due to gain fluctuations in the copolar and crosspolar receivers (IF amplifiers to
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Solar Scans, 10-week Summary, 060614-060824
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Figure 13: Histogram of 309 S ratio measurements (linear scale).

Solar Scans, 10-week Summary, 060614-060824
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Figure 14: Histogram of 309 5152 ratio measurements (linear scale).
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Figure 15: Time series of the 309 S1.S ratio measurements (linear scale).

I and Q samples).

Figure 17 shows the time series of 309 sun power measurements of H-copolar to V-crosspolar ratio
and the same anomalous features that are present in Fig. 16 are present here also. The mean and standard
deviation of the values from scan number 125 to 309 are 0.811 and 0.0072, respectively. The 20 uncer-
tainty is 0.077 dB and this number is a measure of the differential gain variability of the entire differential
receive path, i.e., from the antenna to the I and Q samples. If the uncertainty of H-copolar to V-copolar
ratio (about 0.05dB, see Fig. 14) is combined with the uncertainty of H-copolar to H-crosspolar ratio
(.05 dB) via the root mean square rule (or quadrature rule) the result is 0.071 dB. This indirect estimate
of the total differential gain uncertainty agrees very well with the direct estimate from the H-copolar to
V-crosspolar measurements of 0.076 dB.

b) Type B sun calibration uncertainties: integration techniques and antenna patterns The above is
a Type A evaluation of the uncertainty of sun power ratio measurements; Type B systematic errors could
be present. Important in the above assessment of uncertainty is the integration technique used. Typically
the sun is scanned with one tenth degree elevation steps at about one degree per second rate. Obviously,
the precise location of the PPI elevation angle cuts through the sun will vary from one sun scan to another
and this could affect the calculation of of the S1.55 ratio needed for Z, calibration. This is demonstrated
in Fig. 18 which shows 301 sun calibration numbers (.5155) gathered from June to September, 2006, for
three different integration techniques. The three thin lines show the raw sun numbers while the thick lines
are smoothed versions of the data.

27



Hco/Mx (dimensionless)

Figure 16: Time series of 309 H-copolar to H-crosspolar sun power ratio measurements (linear scale).
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Figure 17: Time series of the 309 H-copolar to V-crosspolar ratio measurements (linear scale).
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Annuli | 0.25° | 0.50° | 0.75° 1.00° 1.25° 1.50° 1.75° | 2.00°
Mean (lin) | 0.7762 | 0.7756 | 0.7755 | 0.7754 | 0.7754 | 0.7752 | 0.7752 | 0.7753
FSTD (dB) | 0.0313 | 0.0261 | 0.0217 | 0.0214 | 0.0197 | 0.0212 | 0.0229 | 0.0277

Table 4: The mean (linear) and the fractional standard deviation (FSTD)(dB) of sun scan data gathered
from 26 July 2006 to 20 March 2007 for various annuli of integration centered on the sun maximum
pOWer.

As described in Section 6.1, the PPI cut with the highest power is identified and then the PPI cuts just
above and below the highest power cut are all selected for integration. The data is divided into 32 point
range bins and three to five rays or beams of data are chosen for each PPI scan centered on the highest
power beam. The three separate integrations are: 1) 3 PPIs with 5 beams each = 15 beams total (blue)
2) 1 PPI with 5 beams = 5 beams total (magenta) and 3) 3 PPIs with 3 beams = 9 beams total (green).
These curves indeed show that the integration technique significantly affect the magnitude of S1.55. For
example, consider the blue and magenta smoothed lines. The difference between them can be 0.015 or
more in some areas and calculating the dB difference gives: 101og;(0.795/0.78) = 0.083 dB, or nearly
a tenth of a dB. Thus, a more consistent technique of processing the sun data is needed.

The following data is processed by RVP8. To reduce the sun integration errors, sun data points are
first interpolated to a uniform rectangular 0.1° x 0.1° grid. In order to determine the location of the sun
center (considered the maximum power point), data along each of the vertical and horizontal grid lines
are fitted to a Gaussian shaped curve and the location of the horizontal and vertical maximums of the
Gaussian shaped curves are considered as the center of the sun. Note that the sun’s center may not fall
on on one of the grid points. The data is then integrated over different annuli corresponding to different
radii. Fig. 19 shows the ratio S1.55 for sun scan data gathered from 26 July 2006 to 10 October 2007. The
annuli of integration have 0.25° and 1.25° diameters. As can be seen the curves agree fairly well with the
variance of the 0.25° curve (magenta) being greater than the variance of the 1.25° curve (yellow). The
blue line corresponds to the integration technique in Fig. 18.

To further examine the effect of integrating the sun scans over various annuli, consider Table 4. Given
in Table 4 are the means (liner units) and the fractional standard deviations (FSTD) (dB) calculated from
303 sun scans. The interpolation scheme combined either two or three sun scans to obtain one interpolated
data set. There are 18 interpolated data sets that used two sun scans and 89 data sets that used three sun
scans for a total of 107 interpolated sun scan data sets. Table 4 shows that the means of the sun scan data
sets are nearly independent of the annulus of integration. The FSTDs are also similar but the lowest value
is achieved for an annulus of 1.25°.

Such grided solar scan data can be used to construct “pseudo” antenna patterns. After compensating
for the sun’s movement and correcting for the radar elevation angle, the data can be used to construct
“pseudo” antenna patterns in the sense that the distributed solar source is used instead of a point source.
To estimate the true antenna pattern one would need to deconvolve the sun illumination pattern. The
sun could be approximated as having uniform brightness over a disk that subtends about 0.53° though
the sun behavior is considerably more complex. For a more full assessment of the sun’s radiation see
Tapping (2001), Kraus (1986) and Jursa (1985). Figures 20, 21 and 22 show the H, V and the H to V
ratio antenna patterns. The H and V “pseudo” patterns are well matched across their 1° beam width but
there is some difference outside these limits. To obtain non-biased Z;, measurements of precipitation,
the H and V antenna patterns must be well matched across their main lobes (Hubbert et al., Appendix C,
1998). Figure 23 shows the correlation between the measured H and V antenna patterns. Since the sun’s
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Figure 19: Time series of mean values of 5152 calculated from from sun scan data gathered from July
2006 through October 2006.

radiation is unpolarized (there can be exceptions to this during high solar activity when the radiation can
be circularly polarized) the expected correlation between the two patterns is 0. Figure 23 shows that the
correlation over the center of the H and V antenna patterns is very low but there are four lobes of higher
correlation. These four lobes are caused by the depolarization of the electric field by the four antenna
reflector support struts.

To explain some of variance seen in S155 seen in Fig. 18, consider the differential antenna pattern
of Fig 22. Tt is seen that more positive H/V values exist along the horizontal cut through the center
whereas more negative values (in dB) exist along the vertical cut through the center. Thus, as more data
is included from the center-top and center-bottom portions of the antenna pattern, more negative H/V
ratios are expected. Since S1.55 is defined as V/H ratios, the blue line would be expected to lie above the
magenta line as is shown in Fig. 18. Again, that integration technique simply used sun scan data along the
PPI cuts of the sun. The more sophisticated sun data integration procedure first grids the data taking into
account the sun’s movement and the radar elevation angle and thus the region over which the sun scan
data is integrated is much better controlled. Therefore, better sun statistics (less variance) are produced
and the presence of possible systematic errors is reduced.

To gain further insight on the S1.55 ratio, the S7.5 ratio “antenna pattern” can also be calculated and
is shown in Fig. 24. As can be seen the S1.52 pattern is fairly symmetric so that when integrating over
the various annuli, the mean value does not change much. Finally, we compare the standard deviation of
the mean sun scan values for the two integration techniques show in Fig. 19 (the blue and yellow curves).
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Figure 20: Pseudo H antenna pattern from sun measurements
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Figure 21: Pseudo V antenna pattern from sun measurements. Note the vertical elongation along the
vertical axis.
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Figure 22: The ratio of H and V antenna patterns from Figs. 20 and 21.
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Figure 23: Correlation between the H and V antenna patterns of Figs. 20 and 21.
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Figure 24: The ratio S1S92 antenna pattern from corresponding to Figs. 20 and 21.

The FSTDs are found to be about 0.05 dB for the blue data (old integration technique) and 0.02 dB for the
yellow data. This then indicates that the griding of the sun scan data and integrating over an annulus does
indeed reduce the standard deviation of the S5 estimates and reduces some of the possible systematic
errors associated with the sun integration technique and procedure.

6.2 Vertical Pointing Measurements

Vertical pointing measurements in rain have an intrinsic Zg,. of 0 dB when data is averaged over a 360°
rotation of the radar dish. A measured non-zero value is considered the system Z, bias. To evaluate the
uncertainty of the VP Z;,. bias estimate, six consecutive iZ4, bias measurements were made while S-Pol
was vertically pointing in light rain on 31 August 2006 using RVP8. Each measurement results from
integrating measured Zg4, over one 360° antenna revolution and over the range between 2 and 9 km above
the radar for data with SNR> 30 dB. The calculated numbers are (in dB):

0.7267 0.7232 0.7210 0.7112 0.6929 0.6726

The mean is 0.712 dB and the standard deviation is 0.019 dB. The 20 uncertainty of the mean estimate is
0.007 dB.

6.3 Crosspolar Power Data

In addition to the sun measurements, the CP technique for Z,, calibration requires the measurement of
the mean crosspolar power ratio, Py, /Pyj,. On 31 August 2006 several volume scans of storms cells were
made by S-Pol in fast alternating H and V mode using RVP8. The number of samples per gate was 64
and the scan rate was 12°s~!. Data were averaged over 14 separate PPI scans at elevation angles above
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2°. Clutter returns are filtered out by requiring the absolute radial velocity to exceed 2ms~!. (However,
clutter returns can also be used since clutter targets should also be reciprocal scatterers and thus can be
used for the 7, calibrations and this is demonstrated later). The power ratios of P,, /P, are, in dB:

-0.312-0.335 -0.326 -0.341 -0.347 -0.357 -0.347
-0.263 -0.276 -0.304 -0.337 -0.319 -0.343 -0.319

The mean is -0.323dB and the fractional standard deviation is .026 dB so that the 20 uncertainty is
0.052 dB for the individual mean estimates. However, the mean estimate of -0.323 dB is more reliable
and the 20 uncertainty is 0.014 dB.

As mentioned before, the NEXRAD dual polarization system will use simultaneous H and V trans-
mission and reception and thus, near simultaneous samples of H and V crosspolar returns will not be
available. However, if two slow waveguide switches are used, then the NEXRADs will be able to mea-
sure both crosspolar powers. One technique for the evaluation of Py, /P, is to alternate between only H
and only V transmission on a PPI to PPI basis. If the beams are indexed, crosspolar powers from the same
resolution volumes (but from different PPI scans) can be paired and used for the CP calibration. On 18
October 2006 this measurement technique was tested using RVP8 data. Elevation scan data was collected
in fast alternating transmit H and V mode, followed shortly by H-only transmit, and then V-only transmit
modes. The crosspolar power ratios were calculated from both sets of data. For 22 H and V PPI pairs, the
mean crosspolar power ratio is Py, /P, = 0.373 dB with a 20 uncertainty of 0.032 dB. Similarly, for the
fast alternating mode, the mean Py, /P, = 0.404 dB and the 20 uncertainty is 0.002 dB. The uncertainty
of Py, / Py, for the fast alternating method is much lower than that for the alternate H and V PPI method;
however, these results suggest that the cross polarization approach is amenable to NEXRAD.

6.4 Engineering Calibration Results

Using a combination of Type A evaluations and Type B uncertainty estimates, uncertainty budgets for
the 1) NSSL “long” 2-coupler method 2) NCAR single coupler method and 3) the new NSSL “short”
are complied in Table 5. The listed uncertainties are 1o and then the calculated uncertainties are “ex-
panded” to 20 uncertainty estimates. The left hand column estimates are for laboratory experiments
where measurement variables can be very tightly controlled. This degree of precision can not be expected
for practical measurements conducted the field. Thus the right hand column gives uncertainty estimates
that are for “practical” or operational situations. The 2¢ uncertainty of the three EC methods for Z, bias
measurement are about 0.3 dB with the NCAR single-coupler method being the smallest at 0.26 dB.

Part of the uncertainty budget is Type A evaluations. S-Pol has 4 pairs (H,V) of installed waveguide
couplers: three pair are located in the transmitter trailer (measurement plane 3 of Fig. 4) and one pair at the
antenna port on the elevation arms (measurement plane 2). Having multiple waveguide couplers allows
for a redundancy of measurements and therefore a means by which to evaluate measurement uncertainty.
RVP8 was used for the three EC approaches tested.

Thus far, four complete manual engineering calibrations have been completed on 4 January, 24 Jan-
uary, 8 February and 16 February, 2007. With the completion of the ATE, the EC calibration can be
conducted on the order of 15 minutes rather than the full day required for the manual EC calibration.
Thus a much more complete evaluation of the EC technique is now possible and this will be included in
future reports. However, regardless of EC method, the uncertainty is well above the 0.1 dB level. also
combined using the NSSL-proposed EC approach and the Z;. measurement bias is 0.801 dB with an

35



"The Lab" "Practical™

Uncertainty Components (Errors) uindB  dB~z uindB @B~z
Z0OR Bias “Double-C. Br ach
“Transmit Power Differential” @ RefPoint2 [i1irx] 0.0008 0.085 00073
“Receiver Injection Differential” @RePoint2 oz 0.0001 0.043 0,009
“Receiver Injection Differential” @RefP oint3 [i1irx] 0.0008 0.085 00073
“Antenna Gain Differential Errar™ 0.08 0.0036 0.08 0.0064
“Dymamic Inaccuracy™ 0.03 00008 0,03 0,000
“Procedural Error” L1} 1] [i] a
u combined 0.078 . 754
Expanded Uncertainty UK, k=2 “2.sigma" 0.151 0.307

e 1
“Transmit Power Differential” @ RefPaint? 0023 00008 0.085 00073
“Recalvar Injection Differential™ @& RefPoin2 02 0.0001 0.043 0.0074
“Recelver Injection Diferential” @RefPoint? [1] 1] a a
“Antenna Gain Differential Errar” 0,08 00036 0,03 0,0064
*Dymamic Inaccuracy” 0.03 0, 0005 0,63 0,000
“Procedural Errer” 1] 1] 1 a
u combined 0.072 a. 128
Expanded Uncertainty Uk, ks2 “Z-sigma" 0. 744 0.256
“Transmit Power Differential” @ RefPoint2 0023 0,0008 0,085 0,0073
“Receiver Injection Differential” @ RefPoint2 *=* o [1] a a
“Transmit Antenna Gain Differential™ 0,08 0004 0,08 0,005
“Receive Antenna Gain Differential” 0,03 0, 0008 0,04 0,006
“Coupling Factor Calibration Error” .04 0,018 0,05 0,0025
“Coupling Factar” Error Injection Measurement [i] ] Q a
“Dymamic Imaccuracy” 0.03 0,000 0,03 0,000
“Procedural Error” i} [i] [i] i}
u combined DupaT 0137
Expanded Uncertainty Uk, k=2 “2-sigma" 01474 0.273

Table 5: The estimated uncertainty budgets for (from top to bottom) 1) the NSSL 2-coupler of “long”
method, 2) the NCAR [-coupler method and 3) the NSSL new short method.
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uncertainty of 0.302 dB. The details of these measurements are given in Appendix B.

6.5 Comparison of Z,, Calibration Techniques

The Zg,. calibration factor or bias of the S-Pol system should be the same whether using the vertical
pointing (VP), the crosspolar power or engineering techniques. The Z,. bias calculated above from VP
data is 0.712dB=+0.019 dB. The Z,, bias can also be calculated via the CP technique using Eq.(15) from
sun measurements and crosspolar power measurements, also gathered on 31 August 2006. S1.52 was
found to be -1.051 dB£0.013 dB while the crosspolar power ratio was -0.323 dB+0.014 dB. This yields
a Zgy bias of (—0.323) — (—1.051) = 0.728 dB=£0.027 dB which is in excellent agreement with the VP
bias estimate 0.712 dB+0.019 dB. Both of these uncertainties are derived from Type A evaluations. There
are likely other Type B, systematic errors that we have neglected for both techniques. For the VP method
we estimate a Type B uncertainty of 0.05 dB. For the CP technique, we estimate a Type B uncertainty
of 0.05 dB for both the crosspolar power ratio P, /P, and the sun ratio measurement S;Sa. This then
changes the VP bias estimate to 0.712 dB=£0.053 dB and the the CP estimate to 0.728 dB+0.075 dB. Both
20 uncertainties are still under the 0.1 dB requirement. The results from the EC approach indicate Zg,
measurement bias is 0.80 dB with a total uncertainty of about 0.25 dB (other uncertainties are included in
this estimate that were not included in Section 3.5 above. The EC bias number of 0.80 dB was estimated
from data taken over several days so that a direct comparison of the EC bias to the CP and VP biases
is not warranted. The uncertainty estimate of the EC bias, 0.25 dB, however, more importantly indicates
that the EC Z;,. bias may not be estimated to within the 0.1 dB requirement. More data sets need to be
gathered to confirm these numbers.

7 SUMMARY AND CONCLUSIONS

NCAR is conducting an experiment for OS&T of NOAA/NWS to evaluate Z,.calibration techniques for
the WSR-88Ds using S-Pol, NCAR’s S-band polarimetric radar. Three techniques for Z, calibration
were investigated: 1) vertical pointing data in light rain, 2) engineering calibration technique and 3) the
crosspolar power technique. Measurement and analyses were performed in order to quantify the uncer-
tainty of the estimated calibration numbers and the measurement procedures that yield such uncertainty.
The uncertainty of measurements can be separated into two categories: 1) systematic and 2) random. Ran-
dom errors can be reduced by averaging,where as systematic error can not. Uncertainty can be quantified
by Type A evaluations, i.e. repeated trials under controlled test conditions, and by Type B evaluations
which can be defined as any other error quantification method other than Type A. For example, manufac-
ture specifications are Type B evaluations or errors.

Vertical pointing (VP) measurements in light rain are widely regarded as the most accepted way to
calibrate Z;4. and such measurements were used to truth other Z,. calibration measurements. Several
sets of vertical pointing data were gathered over the the summer of 2006 and analysis showed that the
Type A uncertainty of the vertical point Z;, calibration was on the order of 0.01 dB. Again, this is an
evaluation of the random measurement errors and possible systematic biases may be present, e.g. due to
data processing.

A main objective of this Zg, calibration experiment was to establish the uncertainty of the NSSL
EC technique though three other EC techniques were evaluated: 1) the new NSSL “short” EC method,
2) the S-Pol legacy method (based on the radar equation) and 3) the NCAR one-coupler method. The
uncertainty of the EC techniques were established via both Type A and Type B uncertainty evaluations.
The results reported are preliminary and the uncertainty should improve as the measurement methods
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are improved. Using average S-Pol engineering measurements taken during summer 2006 and combined
through the weather radar equation, termed the S-Pol legacy approach, Z;- measurement bias was calcu-
lated to be 0.640 dB with an uncertainty of 0.319 dB. The S-Pol legacy calibration was performed as an
initial systems evaluation and was used for comparative purposes. Since then, four complete manual EC
calibrations have been completed. The measurements were combined using the NSSL-proposed 2-coupler
approach, the NSSL short approach and the NCAR one-coupler method. The Z;. measurement bias was
about 0.840 dB for both the NSSL two-coupler and NCAR methods. The bias for the NSSL short method
was about 1 dB, which is a higher value than indicated by all other techniques. The accompanying Type
A evaluations were combined with Type B uncertainty evaluation to arrive at overall uncertainty budgets.
The 20 uncertainties calculated are: 0.307 dB for the NSSL 2-coupler method, 0.256 dB for the NCAR
short method and 0.273 dB for the NSSL short method. A large component of these uncertainty numbers
is due to impedance mismatches.

Evaluation of sun measurements impacts both the engineering calibration technique (EC) as well as
the crosspolar power technique (CP). The sun’s radiation (at S-band) can be considered unpolarized and
thus the power of the sun is equally divided between horizontal (H) and vertical (V) polarizations. Sun
flairs can create polarized radiation but is typically considered circularly polarized which also provides
equal powers between the H and V channels. Thus, the sun’s radiation is an excellent RF source for the
evaluation of the differential gain of a a radar’s H and V receive channels.

Analysis of sun measurements showed that about 500,000 samples (I and Q measurements) of the
sun are required to reduce the mean estimate of the sun’s power to an uncertainty of about 0.01 dB. For
the S-Pol system that uses a switch at the IF stage to create copolar and crosspolar receivers, there are
two sun power ratios required for the CP calibration technique, namely S; and S5. It is the product
of these two ratios that appears in the calibration equation Eq.(15). Analysis of data sets of the 5155
product gathered over about 0.5 hour yield a fractional uncertainty of 0.0041 dB. From 14 June to 24
August 309 solar box scans were made and a long term analysis of S7 and S from this data set yielded
an uncertainty of 0.049 dB (20). These are Type A uncertainty evaluations. Possible systematic errors are
also possible present (and undetected). One source of systematic error is the integration technique used to
calculate S1.52. A more sophisticated method for integration of the sun data was given that used a griding
technique and it was shown to reduce this possible error source. Even though our Type A evaluation show
very low variance, during high sun spot activity the power across the sun may become variable enough to
change the weighting of the antenna patterns and thus cause additional systematic errors.

Measurements with S-Pol thus far show excellent agreement between the Z,. bias found via VP mea-
surements and the CP techniques (biases of 0.712 dB and 0.728 dB, respectively). For the experimental
data used here, both techniques yielded uncertainties well within the desired uncertainty limit of 0.1 dB.
Additionally, it was shown that the crosspolar power technique can be successfully employed on radar
systems that achieve dual polarization measurement via simultaneous transmission of H and V polariza-
tions as NEXRAD will do. In this case, slow waveguide switches were used to gather alternate PPIs of
transmit only H and transmit only V data. Using indexed beams, the transmit H and transmit V crosspo-
lar powers from the alternate PPIs were equated. This can done for ground clutter since the backscatter
cross sections of stationary ground clutter targets is invariant. These results indicate that the crosspolar
technique could be used with NEXRAD type radars.

Further evaluation of the engineering calibration technique will now be possible with the recently
completed Automated Test Equipment (ATE) system. The success of the engineering calibration tech-
nique will depend in part on precise measurement of the specifications for the waveguide couplers. The
impedance mis-matches between the various connections will also need to be accounted for if Zg, is to
be calibrated to within 0.1 dB uncertainty. Data sets where all three Z, calibration techniques can be
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executed in close temporal proximity (with a half hour) are needed. See Section B.5 of the Appendix for
EC calibration observations and recommendations.
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Uncertainty | dBV | dBP
-25.0% | -2.499 | -1.249
-10.0% | -0.915 | -0.458

-5.0% | -0.446 | -0.223
-1.0% | -0.087 | -0.044
-0.5% | -0.044 | -0.022
0.5% | 0.043 | 0.022
1.0% | 0.086 | 0.043
5.0% | 0.424 | 0.212
10.0% | 0.828 | 0.414
25.0% | 1.938 | 0.969

Table Al: The voltage and power decibel values for various percent uncertainties.

k | Normal Containment | Normal Exclusion
0.500 38.29% 61.71%
0.675 50.03% 49.97%
1.000 68.27% 31.73%
2.000 95.45% 4.55%
3.000 99.73% 0.27%
4.000 99.99% 0.01%

Table A2: The coverage factor k and the Normal distribution.

APPENDIX

A THE QUANTIFICATION OF UNCERTAINTY

RF quantities are often expressed as ratios in decibels, but uncertainties are dealt with as linear quanti-
ties. When interpreting uncertainties from manufacturers specifications it is instructive to note how small
variations in quantities expressed as percentages from the mean or expected values. Things to note are
that the decibel notation is not symmetric about the mean. As a reference, 5% is approximately 0.2 dB
and 1% is approximately 0.05 dB (using power). One dB is equivalent to about 25% in power or 12% in
voltage. For reference, Table A1 shows the dB voltage and dB power values for various percent levels of

uncertainty.

Uncertainty (or accuracy, or nominal error, in times past) of measurements is a recognized measure of
dispersion. Many commercial specifications are given with 95% confidence (20) as limits or percentages
based on a normally-distributed uncertainty model. Specifying a model and a coverage factor quantifies
confidence in the specification. We will use that here unless otherwise noted. Table A2 lists coverage fac-
tors (k) with the corresponding percentages contained within limits of +/- k times the standard deviation,
and the percentage outside the limits.
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A.1 Uncertainty Calculations

The mean of a data set () is
1
p=5 > a(i) (A1)

=1

and the standard deviation is

1N
_ N )2
o= — i:E 1(:L'(z) 1) (A2)

The fractional uncertainty is defined as

Fy=o/u (A3)
To convert fractional uncertainty to decibel scale,

F,(dB) = 10logy,{1 + F,} (A4)

Thus the fractional uncertainty of a single measurement x(7), taken under the identical conditions as that
of the data set, is F,,. However the uncertainty of the estimated mean y of the data set is (in dB)

B 10logo{1 + F..}
VN

where N is the number of measurements in the data set. As is seen, the uncertainty of the measured mean
of a data set is reduced as the number of measurements increases. This is referred to as the standard
deviation of the mean (SDOM) and is also expressed as

Fu(p) (AS5)

Og

Vi

Or —

(A6)

The following equations demonstrate how uncertainties are combined for random and independent
errors.

Sums and Differences: If
g=c+y+=z (A7)

then

5q =1/ (62)? + (3y)? + (52)2 (A8)

i.e., the total uncertainty (6q) of a measurement g that is composed of the sum of three measure-
ments x, y and z, is the quadrature sum of the individual uncertainties, dx, dy, dz.
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Products and Quotients: If

TXYXz
U XvXw

then

A Sy \2 52\?2 du\ 2 sv\? dw\?
o= () () () G () (39) 10
x Y z U v w
i.e., the total uncertainty of a measurement ¢ that is composed of the product of the measurements
x, Yy, 2, u, v, and w is the quadrature sum of the individual fractional uncertainties.

If the errors are not independent, an upper bound on the uncertainty can be obtained by simple addition
of the individual error terms. The quadrature sum is always less than or equally to the algebraic sum, i.e.,
it can be shown for Eq. (A10), for example, that

5q55£+57y+572+57u+5l+67w (A]])
I I O e e

For the uncertainty budgets presented in this report, individual uncertainties are combined using the
product-quotient rule of Eq. (A10), i.e., the errors are assumed uncorrelated.

Finally, the fractional uncertainty of a calculated standard deviation, o, is

1
fractional uncertainty in = —— Al2
yinog SN 1) (A12)

For further details of error analysis, see Taylor (1997).
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B MICROWAVE POWER MEASUREMENT EXPERIMENTS

In this appendix additional details concerning the Engineering Calibration technique are given. These
measurements follow the NOAA/NSSL-proposed approach as outlined by Zrni¢, et al (2006), and were
described in an earlier section. Preliminary EC uncertainty budgets are given for the both the NOAA-
proposed approach and the customary S-Pol (Keeler et al. 2000) approach used at NCAR. Both suggest
an expanded uncertainty (i.e., 20 coverage) of approximately 0.3 dB. Described are several ongoing ex-
periments conducted on NCAR'’s S-Pol dual polarization weather radar to deduce power measurement
uncertainty components through repeated measurements (Type A methods) and otherwise indirect meth-
ods (Type B methods). The goal is to produce a practical uncertainty budget for the various EC methods.

B.1 Uncertainty of Engineering Calibration of Z;, Bias

Systematic engineering calibration to determine the Zg, instrument bias, a derived quantity, depends on
a set of carefully executed microwave power measurements. From Taylor and Kuyatt (1994), the output
quantity’s estimate y of desired measurand Y (Z;4 measurement bias, in this case) is formed using N
input estimates x;

y = f(x1,22,..., ) (B13)

The combined standard uncertainty of the measurement result y, designated by u.(y), taken to repre-
sent the estimated standard deviation of the result, is the square root of the estimated variance

N N-1 N
ug(y) = Y (df /dwi)*u® (i) +2 Y Y (df /dai)(df /devj)u(w; ;) (B14)
i=1 i=1 j=i+1

The derivatives are partial (referred to as sensitivity coefficients) and are evaluated at x;; u(z;) is
the standard uncertainty associated with the input estimate z;; and u(z;, ;) is the estimated covariance
associated with input quantities x; and ;.

Sample standard deviation will be used as standard uncertainty, approximately normal distributions
of summary effects will be assumed, and no attention will be paid to degrees of freedom in this eval-
uation. (The initial approximation for small sample sizes is reasonable as with 10 degrees of freedom,
the coverage factor for 95% coverage increases (Student) by only 14% from that of a normal distribu-
tion). Selection of uncertainty components is ultimately based on experience, research into experimental
incongruities, literature, and engineering judgment.

a) NOAA-proposed EC Approach A functional relationship among the individual power measurements
x; and the derived estimate y can be obtained directly from the polarimetric radar system diagram given
previously in Fig. 4. Simultaneous power measurements are made at five microwave power test planes
(including the sun) in each of the two polarization channels as shown in Fig. 4. Reference plane 1 is
physically located inside the radar shelter at the transmitter output waveguide. Reference plane 2 is
located in waveguide at the antenna flanges and downstream (transmit direction) from the transmit-receive
circulators and pedestal rotary joints. Reference plane 3 (blue) is an extra measurement point located near
the antenna ports of the circulators. Reference plane 3’ (green) is found downstream (receive direction)
from the circulators and before the low noise amplifier. Finally, reference plane 4 is the digital readout
after the intermediate frequency digitizers following the analog portion of the receiver. Pairs of path gain
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measurements are made in two groups. The first group measures the gain (or loss) ratio (difference in
decibels) between reference planes 1 and 2. The second between 2 and the antenna far field (reference
plane S), the third between reference plane 2 and plane 3’, and finally between 3’ and 4.

Z 4 measurement bias formula (error terms not shown) obtained from the NOAA-proposed approach
given in Zrnic¢ et al. (2006) is given in decibel notation as follows with eight input quantities

Mbias(k) = A(l, 2, k)pulse + Q[A(S, 4, k)noise — A(?), 4, k)noise — A(2, 4, k)cw + A(S, 4, k)cw] (B15)

+A(25 47 k)cw - A(37 47 k)cw + A(37 47 k)cw,operate

In this equation My, is the desired measurement bias estimate, the “/As” are gain ratios of the passive

or active components in the transmit, antenna, and receive paths. For example, A(3,4, k)cw_operate 18 the

gain ratio of the active components in the receive path derived from online measurements (every 10

minutes or so) and thus contains automatic adjustment for receive path drifts. Other As are considered
system constants and those gain ratios are identified with the following measurements:

A(1,2,k)puyise: Transmitter top of frame to antenna port which yields average differential readings
in decibels on power meter of pulse power from transmitter to antenna coupler. Conducted to
minimize power meter setup variations and drifts.

A(3,4, k)noise: Response to noise injection through receive path (LNA) couplers to digitizers, assumed
conducted in a way that corrects for background noise, RF leakage, and RF interference.

A(3,4,k)ey - Response to continuous wave (CW) injection, measured gain ratio from receiver (LNA)
couplers to digitizers, also assumed conducted in a way that corrects for background noise, RF leak-
age, and RF interference and consistent, if not identical, to existing WSR-88D online calibration
adjustments during system operation.

A(2,4,k)cy: Response to CW injection, measured gain ratio from antenna couplers to digitizers, as-
sumed conducted in a way that corrects for background noise, RF leakage and RF interference.

A(S, 4, k): Gain ratio from far-field solar injection to IF digitizers also assumed conducted in a way that
corrects for background noise, RF leakage, and RF interference, and source variability (impulsive
solar RF bursts, non-uniform illumination, etc), and assumed that transmission ratio of H and V
polarized waves from sun to radome is unity. The radome is measured as part of the antenna
system.

The path gain ratios are obtained by calculation from the results of pairs of simultaneous microwave
power measurements at each plane. At each reference plane the sidearm ports of the S-band waveguide
couplers provide the measurement points, save for plane 4 where the voltage across a known load at
intermediate frequency is sampled and then squared. Three signal waveforms are used in the calibration
process. Pulsed RF from the transmitter source is used for the 1,2 gain ratio. Noise from solar emissions is
the signal for the 2,3 gain ratio, and narrowband continuous wave (CW) is the calibration signal used for
the 3,4 gain ratio calculations. Note that the physical location of the transmit subsystem reference 2 and
receiver subsystem reference 3 are different so an effective translation of reference planes occurs in the
functional formula. Parameter k is used as a reminder of the “power step” or “power level” being measured
and the implication of differential linearity. The subscripts cw, noise, and pulse serve as a reminder
of signal modulation during measurements. Numerical references are indicated to measurement planes
described above. The formula does not specifically include splitter, coupler, and mismatch error terms
which depend on the scattering parameters of the waveguide junctions used in the measurements. Nor
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does the formula show background noise correction terms, nor factors for effect of different H and V beam
asymmetries that may arise when viewing beam-filling distributed targets. Each measured power needs
to be corrected for the background noise of that trial and we also assume that the pairs are simultaneous
or at least contiguous in time.

b) The S-Pol EC Approach The customary (legacy) S-Pol EC approach obtains the Z,. bias estimate
My;qs from the calibrated quantities used in the weather radar equations. The formula for Mbias is
obtained from the reflectivity ratio Zy /Zy and simplifies to the following in decibel notation (error terms
not shown)

Mpias(k) = (P! = PY')+ (2GI —2GY) + (01 — Ov) + (21 — ®v) — (G (k)= — G/ (k)).(B16)

The input quantities P;, G5, ©, ®, and G, are obtained for H and V channels referenced at a mea-
surement point. P; is peak transmit power, G the antenna system gain, © and ® main beam widths and
G, is the receiver and digitizer gain of the lower or higher magnitude receiver (k).

For the WSR-88D dual-polarized antenna, beamwidths (O, ®) and gains (G) will be related by a
formula of the following type in decibel notation

Gl -GV =0y +0y — O ——Py + k! — k) (B17)

Where kg is a gain coefficient dependent on the antenna illumination function and system losses. Thus
there will be inverse correlation between the gains and beamwidths.

¢) Preliminary Z;. Bias Uncertainty Budgets Preliminary uncertainty budgets have been developed
for the EC approach customarily used at S-Pol (S-Pol legacy approach) and the NOAA-proposed ap-
proach. The first column in the following budgets contain mean ratios and uncertainty estimates for
components summarized as from Type A and Type B methods in each listed category at each radar signal
measurement point. For a single round of measurements on one radar the variations determined by Type
A methods for this budget may be interpreted in the classical sense as the random errors and by Type B
methods as the bias errors. Component uncertainties in each type category were estimated in decibels.
Linear units were used to calculate the combined standard uncertainty in this simplified budget as the
root-sum-squares measure of the eight component numbers (2). Mean ratio for beamwidth has not been
determined, so is set to zero. The mean ratios are then combined according to (3) or (5) to arrive at the
derived quantity Mp;,s shown at the bottom of the column. Ratio values are expressed in decibels and in
linear units in the adjacent columns.

Although the combined standard uncertainty u,. can be used to express the uncertainty of measurement
results, for commercial, industrial, and regulatory applications what is required is an interval about the
derived result y within which the value of the measurand Y is confidently believed to lie. The measure
of uncertainty intended to meet this requirement is termed “expanded uncertainty” (Taylor and Kuyatt
1994), and is obtained by multiplying u.(y) by coverage factor k and by assuming that the deviations are
normally distributed. Therefore U = ku.(y), and it is confidently believed thaty — U <Y < y + U,
which is commonly written as

Y =y £ U. To be consistent with current international and engineering practice, the value of k to be
used at for calculating U is, by convention, £ = 2 and approximates the 95% level of confidence.
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Uncertainty Evaluation of 2dr Measurement Bias Mbias {Preliminary)
5-Pol's Customary [Legacy) Engineering Calibration (EC) Approach, S-Pol Experiments
[Bpsed on AVPS and waveguide AF power measurements, summer 20086)
HA dBs HA Linpar
PR, BEY Transamil Power Ralio

Pt ratio dB for Mbias calculation 0.15 1.04
Estimate u dB Type & .02 .0
Estimate u dB Type B 0.11 0.03
GaH, Gall, Antonna Systom Gain Radie

35 ratis 4B 1or Mbias calculatisn 041 1.10
Estimate u dB Type A 0.02 0.040
Estimate u dB Type B 0.04 .01
GHE, GV Recaiver Gaim Babio

Gr ratin df for Mbias calculation 0.33 1.08
Estimate o dB Type & .02 .04
Estimate u dB Type B 0.04 0.01
ThotaH, Thetal Beamwidth Ratio

Thiata ratio dB for Mbias caloulation 0.0a 1.00
Phi ratic dB for Mbias calculation 0.00 1.00
Estimate u dB Type A 0.03 0.0
Estimate u dB Type B 0.05 0.01
S5-Pgl Z0R Measurement Mbias dB 0.640

Combined Standard uc (2ssume uncorelated companents) 0.162 0.03E&
Coverage Fachor k FR
Expandad Lk 0.319 0.076

Table B3: Evaluating S-Pol’s Zg. measurement bias from subsystem average measurements by S-Pol’s
customary (legacy) approach. From measurements taken during summer 2006 we find a preliminary
Mbias estimate of 0.640 dB and its expanded uncertainty of +0.319 dB (extra digits not particularly
meaningful, but retained for reader orientation).

Since the experimental campaign and analyses have not completed, there is some uncertainty as to
which error components dominate, their magnitude, and their correlation. They are, however, based on
available experimental results, what we know of the performance of modern weather radars, our expe-
rience with the WSR-88D, and the remainder on engineering experience. At this interim, the combined
standard uncertainty was evaluated using Eq. (B14) assuming that the components are uncorrelated, as
is frequently the case early in evaluations. These uncertainty budgets, given in Tables B3 and B4 do,
however, represent a very reasonable estimates of the likely final EC uncertainties.

B.2 Experimental Approach

Contributors to microwave power measurement uncertainty are operating wavelength, uncertainty of
waveguide coupling factor (coupler scattering parameters), effective reflection coefficients of coupler
and sensor assemblies (including attenuators and adapters), power meter uncertainties in absolute and
differential modes, connector and cable repeatability, source amplitude variation and source modulation,
ambient temperature drift, and ambient humidity fluctuations, component heating, return loss of the main
waveguide runs, procedural variations, and non-linear behavior of digitizers and power meters. At the
outset we suspect that impedance mismatch issues will be a dominant component at the 0.1 dB level, even
though good test equipment, cables, attenuators, and connectors are used. These are related to gener-
ally unknown waveguide junction scattering parameters and reflection coefficients of forward and reverse
paths from each measurement.
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Uncertainky Evaluation of 2dr Measurement Bias Mbias (Preliminary)
NOAMA-Proposed Engineering Calibration (EC) Approach, 5-Pel Experiments
[Based on BVPE and waveguide BF power measurements, summer 20046)

HA dB HYY Linear
BiH, PV Tramsnnt Power Ratio Delta {12,k puise
Pt ratio dB for Mbias calculation 1.64 1.46
Estimate u dB Type A p.01 0. 00
Estimate u dB Type B p.o9 0.02
Gald, Gal, Anterna System Gain Rabtie Deltals, 4.k lnoise
&5 ratio dB Tor Mbias calculation 0.53 1.13
Estimate u dB Type A p.01 0. 00
Estimate u dB Type B 0.04 0.01
cHE GV Aecel =20 Ratie Deltar3.4.k)
Gr ratip 48 for Mbias calowlztion -0.35 (52
Estimate u dB Type & n.01 . O
Estimate u dB Type B 0.03 0.01
G, GVe Recoiver Gain Ratio Deital 2. 4.8 ow
Gr ratio 9B lfor Mbias calcuwlation 1.85 1.53
Estimate u dB Type A p.01 0. 00
Estimate u dB Type B 0n.03 01
EHE, GV Receiver Gailn Balie Dailtal 3. 4.6 w
Grratio 48 for Mbias calowlztion =037 (52
Estimate u dB Type A 0.0 0.0
Estimate u dB Type B 0.03 0.01
Thetat, Thotal' Boamwidth Ratio
Theta ratio dB for Mbias calculcation p0.0o 1.040
Fhi ratio dB far calcs p.oo 1.00
Estimate u dB Type & 003 (i B}
Estimate u dB Type B 0.05 01
S-Pol ZDA Measurement Mbias dB 0.801
Combined Stamdard uc (assume uncorrelated companents) 0.154 0.035
Coverage Facior k 2.0
Expanded Uk 0.303 0.072

Table B4: Evaluating S-Pol’s Zg,. bias using subsystem average measurements by the NOAA-proposed
approach. From measurements taken during summer 2006 and the NOAA-proposed formula we find
a preliminary Mbias estimate of 0.801 dB and its expanded uncertainty +0.303 dB (extra digits not
particularly meaningful, but retained for reader orientation).
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For power ratio measurements, some errors are highly correlated and these must be distinguished. The
correlation of errors can be beneficial as procedures can then be devised to cancel a portion of systematic
error. If conducted correctly, differential or ratio measurements are accompanied by less uncertainty than
absolute measurements.

In analyzing power measurements the following iterative sequence is used: (1) establish a radar test
configuration; (2) develop an error model; (3) develop statistical estimates; and (4) develop an uncer-
tainty budget. Uncertainty budgets are useful in the design of system upgrades, and can help identify
rogue measurements later in system life. For step (1) we modified the S-Pol waveguide configuration
to mimic the WSR-88D waveguide and receiver configuration, plus we are adding a high-stability mea-
surement/calibration sub-system called ATE (Automated Test Equipment) to maintain a high stability
reference spanning the time between vertical pointing (VP) reference measurements, producing our “base-
line” bias estimate. We assume that these selective modifications to S-Pol will be adequate to compare
approaches statistically. Additionally, we modified the customary S-Pol calibration procedures to accom-
modate additional experimental results for validating the NOA A-proposed approach.

For step (3) “develop statistical estimates” the following types of experiments are being conducted,
some in the laboratory, while others in situ on the test radar:

1. Waveguide microwave power measurements emphasizing our metrology concerns.
2. Gain ratio measurements in situ,
3. Uncertainty of coaxial connections.
4. Uncertainty of antenna gain ratio and beamwidth ratio using the sun.
5. Environmental effects on subsystem gains (losses).
6. Monte Carlo modeling of mismatch errors and system equation.
7. Experimental measurements of mismatch errors.
8. Effects of signal and filter bandwidth ratios and frequency offsets.
9. Temperature coefficients of generators and power measuring instruments.
10. Temperature coefficients of receivers and IF digitizer channels.
11. Comparison of vector and scalar power measurements.
12. Differential receiver tracking over extended dynamic range.
13. Effect of variations in making the measurements.
14. Experimental evaluation of legacy S-Pol Z, calibration procedure.
15. Experimental evaluation of NOAA-proposed Z,. calibration procedure.

16. Measurement of scattering parameters of system components.
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B.3 Influence Factors

Influences by environmental forcing can explain additional uncertainty components (error sources) of
0.01 dB to 0.5 dB, depending upon conditions. This list can be employed in the design of component
tests.

Thermal stress (material expansion, amplifier gain change)

Mechanical Stress (wear out, connector repeatability, cable flex)

Chemical stress (oxidation, dirt)

Moisture (sneak current paths)

Source stability

Modulation (detector response)

RF Interference (nearby RF emitters, isolation)

Procedural (operator bias, computation and recording)

Magnitudes of environmentally forced measurement uncertainties may be found in literature or by exper-
iments on the following pertinent assemblies or sources.

Power sensors

Attenuators

Cables and Power Splitters
Connectors

Waveguide Couplers
Mismatch Coefficients
Solar flux

Amplifiers

CW generators

Noise generators

Preliminary estimates of the temperature coefficients of gain and gain ratio of the S-Pol receiver
and digitizer are reported here. In response to long-term shelter temperature variations caused by space
cooling (HVAC) equipment, the digitizer power readout and ambient temperature were recorded. The
CW generator was a synthesized Hewlett Packard 8672A signal generator, and the noise generator a
temperature-stabilized Micronetics NMA-2413. The five-second averages of received power have a
calculated standard deviation of approximately 0.002dB on the noise signal. The CW source plus re-
ceiver/digitizer chain exhibited a 0.07 dB power variation over a 7 degree F ambient temperature swing
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during the typical 1 hour HVAC cycling period. The ratio of copolar received CW powers (Hc/Vc) exhib-
ited a 0.002 dB swing and the ratio of copolar to cross-polar receivers (Hc/Vx) exhibited 0.004 dB change
over the same ambient temperature range. These gain and gain ratio variations with temperature are
smaller than expected. The notation He, Vc, Hx, or Vx denotes the four switched receiver paths in S-Pol,
colloquially termed copolar (c¢) pairs and crosspolar (x) pairs The ratio Hc/Vx conveys the performance
of a non-switched receiver.

The temperature-stabilized noise generator showed a 0.04 dB variation over the same 7 degree F am-
bient temperature swing. The receive noise power ratio Hc/Vc change was 0.02 dB over the temperature
swing, a value which exceeds the variation expected. However, the variation of the ratio Hc/Vx was 0.004
dB for the same temperature swing, same as the CW gain ratio variation. As yet the observed change in
Hc/Vc is unexplained.

B.4 Uncertainty of Practical Waveguide Power Measurements

For power measurements in waveguide the measurand is the power of the forward propagating wave
as shown in Fig. 25. The ten uncertainty components shown may be termed (1) directivity error, (2)
coupling factor error, (3,4) mismatch error, (5) attenuator through error, (6) sensor error, (7,8) repeat
connection error, (9) reference stability error, (10) power meter error. Most of these become constant
errors in a power ratio measurement. Expanded uncertainty of microwave power measurement in the
field are approximately 0.2 dB for absolute power, 0.1 dB for ratio measurements, and finally 0.05dB for
ratio measurements if the coupler factor are known exactly. Table B5 gives the uncertainty budget for
waveguide power measurement in circuit in the field, using typical test equipment and assuming good
match conditions.

The following are additional assumptions that apply to the uncertainty budget of Table B5 Some have,
and others have not, been verified experimentally.

1. Reciprocity at the measurement points hold to an equivalent return loss of -20 dB.
2. All unknown reflection coefficients are equivalent to a maximum VSWR of 1.1.

3. All residual components are uncorrelated (in practice they may be beneficially or unfortunately
correlated).

4. For power meters, the calibration factor usually includes both the effective efficiency of the sensor
and its mismatch loss. These effects are treated separately in this budget.

5. Channel to channel isolation is at least -30 dB.

6. Typical test equipment is assumed.

7. Rotary joints are assumed to exhibit maximum 0.05 dB wow over 360 mechanical degrees.

8. Circulator is assumed to provide maximum VSWR 1.1 at any port, whether transmit or receive.

9. Waveguide couplers are assumed to possess maximum VSWR 1.1 at sidearm and 1.05 main arm, a
directivity of -30 dB and coupling factor of -40 dB.

10. Receiver protectors through loss and reflection coefficients are assumed repeatable in low attenua-
tion mode to an equivalent efficiency variation of 0.01 dB.
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Wavequide RF Power Measurement Uncertainty Components
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Figure 25: For measuring directional microwave power inside a waveguide the following components are
employed: waveguide coupler, precision attenuator, matched connectors, calibrated thermoelectric power
sensor, calibrated power meter instrument, procedures, and recording of results. Errors at locations
indicated by u(x) are broken out in the attached uncertainty budget.
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Table BS: Uncertainty budget for waveguide power measurement in circuit in the field, using typical test

equipment and assuming good match conditions. The expanded uncertainty of microwave power mea-

surement is estimated here at 0.2 dB for absolute power. Reducing the magnitude of selected components

vields 0.11 dB for ratio measurements, and 0.05dB for ratios ignoring the coupling factor uncertainty.
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Scalar Power Measurement Deviations Showing Actual
Mismatch Gains (Losses) using Calibrated Offsets
(Single Waveguide Sidearm Port)
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Ratio from Expected Gain (dB)

Figure 26: Measured deviations from expected transmit power measurements using one or two identical
calibrated offsets to alter the phase angle. Return loss was measured at approximately -20 dB for each
side of the sidearm-attenuator interface of Figure 25

11. Noise floor of a root-mean-square power measurement is assumed well behaved, uncorrelated, and
subtracted from the composite signal to yield the power signal of interest.

12. Uncompensated receiver and digitizer non-linearities are less than 0.02 dB.

13. Receiver and digitizer drifts are less than 0.01dB over short intervals.

a) Uncertainty of Practical Waveguide Power Measurements — Experiments Two experiments have
been conducted so far to provide preliminary evaluation of the uncertainty of waveguide power mea-
surements. First, repeated power meter measurements were made using the configuration of Fig. 25 on
a single waveguide coupler. One or two calibrated offsets 2.56 inches long were inserted between the
waveguide sidearm and the attenuator to alter the effective phase angle. Phase of the calibrated offsets at
2800 MHz was approximately 160 degrees. Complex reflection coefficients of the sidearm and attenuator
were measured with a vector network analyzer. As shown in Fig. 26 the deviation from expected path
gain (loss) were numerically close to mismatch factors calculated as M in Equation (13) above. Calcu-
lated mismatch factors were -0.056 dB for one phase offset and 0.019dB with two phase-offsets installed.
Second, we attempted to obtain realistic experimental (Type A) standard uncertainty from scalar waveg-
uide coupler ratio (differential) measurements of the type required in any EC approach. To randomize
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Figure 27: Histogram of individual measurement deviations of a set of average transmit power mea-
surements taken with randomized waveguide coupler sidearms, randomized attenuators, and randomized
power sensors. Deviations in decibels from the ratio mean for an individual coupler are plotted on the
X-axis.

the trials, we employed three calibrated HP8481A power sensors, three “20 dB” precision attenuators,
and two calibrated HP436A power meters selected at random, and then measured differential power from
four coupler sidearms of identical make and model and possess directivity of -28 dB minimum. For each
arm we abstracted the deviations after correcting for attenuator loss as measured with a vector network
analyzer (VNA). The effective return loss of the coupler sidearms and the attenuators were less than -20
dB and return loss of power sensor less than -30 dB. The intention was to measure the practical effects
of correcting for source stability, but not mismatch errors, reconnection errors, and other drift errors de-
scribed above with Fig. 26 The design of this experiment omits coupling factor error. Other similar, but
less complete, sets of transmitter power measurement data (not detailed here) provided sample standard
deviations of between 0.075 dB and 0.128 dB from ratio mean.

b) Uncertainty of Practical Waveguide Power Measurements — Solar Flux Experiments The esti-
mation of Mp,,s hinges on precise and well-understood far-field noise injection from the sun into the dual
polarized antenna system. Solar source averaging and other corrections, such as deconvolving the source
extent, may be applied to the on-sun measurements of noise power for the antenna far-field differential
gain. As discussed in the main report, approximately 300 raster scans of the sun at 0.2-degree angular
resolution were recorded at S-Pol between 14 June and 24 August 2006. The power ratio Hc/Vc was
averaged from digitizer outputs, using over 300,000 independent samples near sun center. The repeata-
bility of these ratios, as measured by the sample standard deviation, was approximately 0.025dB. Since
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Figure 28: Scattergram of NOAA SESC sunspot area plotted against measured solar power ratio. Digi-
tizer readout from the S-Pol Hc copolar receiver and Vc copolar receiver were obtained from solar raster
scan data. Fractional sample standard deviation relative to mean ratio was approximately 0.025 dB.

the solar cycle is near minimum, when solar variability is unusually low, conclusions about the long-term
repeatability of sun flux measurements should be taken with some caution. Solar flux at 10 cm during
summer 2006 varied between 70 SFU to 90 SFU and sunspot area varied from zero to 75x10~° fractional
hemisphere. In the Figure 28, we see the desired result of little distinguishable correlation, however, more
work may be needed here.

B.5 Interim Recommendations for Engineering Calibration Approaches

Power ratio calibration to the 0.1 dB uncertainty requires not only high quality equipment but also careful
procedures. The following items are important to obtaining minimum variance calibration measurements.
No priority is implied.

1. Insure that cables and connectors are clean, in protective storage, and replaced on schedule.

2. Precision attenuators with low VSWR are employed.

3. Waveguide couplers used for high quality scalar power measurements ideally have a -40 dB cou-
pling factor, -30 dB directivity, and sidearm VSWR of 1.05 (return loss -30 dB).
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10.
11.
12.

13.

14.

15.

16.
17.

18.

19.

. Antenna and circulator return loss on H and V channels should be less than -20 dB and isolation

between channels less than -30 dB.

. Correct for source variations in transmitter, RF generator, and noise generator during measure-

ments.

. Check sidearm VSWR, power sensor, attenuator, splitters, and isolators in situ to insure confor-

mance to specification.

. Power splitters for injection ought possess excellent match and precisely measured power split.

. Use of precision calibrated (fixed or sliding) offsets that alter the interface phase angle and thus

minimize mismatch factor.

Use of isolators may be warranted.

Calibrate the ambient temperature performance of the power sensor used outside the laboratory.
Processing of digitizer readouts may need an external RF interference algorithm.

The ratio of H to V main beam solid angles, and main beam overlap, may be measured with a solar
scan using appropriate processing.

Main beam solid angles and main beam overlap may contribute to Mbias (Z4. measurement bias)
for beam-filled targets in a way that may be measured.

Monitor sun for RF bursts at time of solar measurements (solar patrol).

Z 4 measurement bias recalibration should be conducted initially at frequent intervals to establish
a control baseline for component degradation or replacement affecting subsequent calibrations.

All individual measurements and environmental data should be saved.
Certain staff seems more adept at making low-variance measurements.

Solar scans should be designed to minimize the effects of pedestal backlash, pedestal control vari-
ations, and background noise at the elevation angle of the sun.

Series adapters should not be employed, all measurable coaxial interfaces should be Type N.
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