Notes from the SECOND FORMAL COORDINATED ENERGY AND WATER-CYCLE OBSERVATIONS PROJECT (CEOP) Teleconference ON Model Output Data Issues HELD ON 
22 APRIL 2008

FINAL DRAFT, 16 MAY 2008

1. 
INTRODUCTION

The Second Model Output Teleconference related to the recently organized Coordinated Energy and Water-Cycle Observations Project (CEOP) took place on Tuesday 22 April 2008 at 13:00 UTC. 
The issues that were discussed on the subject conference call included: 

(i) CEOP Strategic Implementation Plan (SIP);

(ii) Model data requirements related to CEOP Science Strategy and preferred model output type/structure in terms of model forecasts/analyses; 

(iii) The archiving of all presently available model output data sets (MOLTS and gridded) in the official CEOP data archive at MPI and ingesting the MOLTS data into a database that is accessible for the JAXA WTF data integration system; 

(iv) Start up of Early Testing for the NASA prototype WTF; 

(v) Accepting Cloud data into the CEOP archive;
(vi) Multi-model analyses for CEOP (MAC) products generation and availability; 

(vii) ICTS report 

(viii) Centers status report - brief update of the data submission to the MPI archive and on-going and planned centers activities relevant to CEOP. 

Participants

The participants were:

Toshio Koike 

 Tokyo, Japan, CEOP Co-Chair & representing JMA
John Roads

 San Diego, California, USA, CEOP Co-Chair & representing ECPC 
David Mocko
 
 Greenbelt, Maryland, USA; Representing GMAO at NASA GSFC
Ken Mitchell 

 Camp Springs, Maryland, USA, Representing NCEP
Sid Katz 

 Camp Springs, Maryland, USA, Representing NCEP
Michael Ek 

 Camp Springs, Maryland, USA, Representing NCEP
Lawrie Rikus

 Melbourne, Australia; Representing the BoM

Paul Earnshaw

 Exeter, UK; Representing UK Met Office (UKMO)

Martin Köhler

 Reading, UK; Representing ECMWF

Burkhardt Rockel 
 Geesthacht, Germany; Representing GKSS
Alessandro Perotto
 Milan, Italy, Representing EPSON Meteo Centre (EMC)

Raffaele Salerno
 Milan, Italy, Representing EPSON Meteo Centre (EMC)

Hiroko Kato
 Greenbelt, Maryland, USA; Representing GLDAS

Hans Luthardt 
 Representing Max Planck Institute Hamburg, Germany
Frank Toussaint 
 Representing Max Planck Institute Hamburg, Germany
Steve Williams
 Boulder, Colorado, USA; Representing CEOP Data Management

Yonsook Enloe 
 North Carolina, USA; Representing WTF-CEOP – NASA group
Ben Burford
 
 Tokyo, Japan; Representing WTF-CEOP – JAXA group 
Yoshiyuki Kudo
 
 Tokyo, Japan; Representing WTF-CEOP – JAXA group 
Petra Koudelova
 Tokyo, Japan; CEOP International Coordination Function

Sam Benedict
 San Diego, California, USA; CEOP International Coordination Function


Drs Sin Chan Chou (Cachoeira Paulista, Brazil; Representing CPTEC), Stephane Belair (Dorval, Canada; Representing MSC), Michael Bosilovich (Greenbelt, Maryland, USA; Representing GMAO), Yuping Yan (Beijing, China; GEWEX Coordinator for China), E.G. Rajagopal (New Delhi, India, Representing NCMRWF), and Satoko Miura (Saitama, Japan; Representing WTF-CEOP – JAXA group) responded to the announcement but were not available for the call.  
2.
NEXT CONFERENCE CALL

The next, 3rd CEOP International Model Output Teleconference is proposed to take place on Tuesday 24 June 2008. Koudelova/Benedict have the action (A1) to inform the group of the details of the next call nearer to the time of the call and to coordinate the origination of the call either through the Internet or by normal landlines from the USA (action A1a).

3.
MODEL OUTPUT DATA GROUP GENERAL ISSUES

3.1 Opening


Benedict welcomed everyone on the call and introduced the agenda and reference material that was circulated prior to the call. He reiterated that those, who still had questions about the merger of the Coordinated Enhanced Observing Period with the GEWEX Hydrometeorology Panel (GHP) that resulted in the formation of the Coordinated Energy and Water-cycle Observations Project (CEOP) could bring up any thoughts or issues related to the merger at any time during the call. Also further comments on the latest version of the CEOP Strategic Implementation Plan (SIP), available at: http://www.eol.ucar.edu/projects/ceop/dm/new/, were welcomed. It was pointed out that the current version was dated in January 2008 and it would be revised based upon the comments from GEWEX SSG that were expected in the near future. In this context Roads mentioned that a printed version of SIP should be prepared prior to the CEOP Annual Meeting that will be held in Geneva from 15 – 17 September 2008 (see also item 5.1a). 

As part of the initial discussion item the Co-Chairs of the new CEOP initiative Koike and Roads reiterated that agreement had been reached to designate 1 January 2007 as the start date for the resumption of the CEOP Model Data generation process.  The five-year period from 1 January 2007 to 31 January 2011 was the formal investigative element of the Project. By having agreement on this matter the Participants in the model data component of CEOP would be able to adjust their processing arrangements and data transfer cycles to meet these requirements as opposed to the plans they had in place to support Phase 2 of the Coordinated Enhanced Observing Period. Backfilling for 2005-2006 data is desirable if technical, financial and manpower resources of respective centers allow executing of this extension of the formal commitment.  

3.2 CEOP Global Model Study


An announcement of the public availability of the results of the Multi-model Analysis for CEOP (MAC) that is part of the CEOP Model Intercomparison Study was circulated within the group prior to the call. The participants were asked to reference the documents distributed along with the announcement (see Attachments 1 and 2) and if possible to also have a look at the data and provide the leaders of this study, Bosilovich and Mocko, with feedback on the document and the spreadsheet, including both the general description and creation of the MAC as well as details from the individual model centers.
At the time of the call, Mocko introduced the dataset and its creation referring to the documents distributed prior to the call. The MAC comprises 6-hourly global gridded model data on a common grid (1.25 deg lon. by 1.25 deg lat.) with common variables names for 8 (eight) models as currently available from the MPI Model and Data group for the EOP-3/4 period from Oct 2002 to Dec 2004. The data is also available in daily and monthly averages. Included are the ensemble mean and standard deviation along with the date from the individual models. 48 surface and upper-air variables are included within the MAC. The data is available in both NetCDF and GRIB1 formats, along with associated GrADS control files. 

The dataset is described in the provided draft document and the variable availability for each model center is listed in the accompanying spreadsheet (see Attachment 1). The spreadsheet will open in OpenOffice, if Excel is not available and it is currently password-protected against changes.  
The data itself is currently available from a (temporary) public ftp site.  It will eventually have a permanent home at the NASA/GSFC GESDISC (Goddard Earth Sciences Data and Information Services Center). The location of the data is: ftp://agdisc.gsfc.nasa.gov/private/ceop/ ...with sub-directories first by data type (NetCDF/GRIB), then by time (6hr/day/mon), and then by model (along with Mean and Stdd - standard deviation).  The GRIB data is ~134 Gb and the NetCDF data is ~284 Gb. Any potential problems with the document, spreadsheet, and/or MAC data should be reported to Mike Bosilovich (Michael.Bosilovich@nasa.gov) and David Mocko (David.Mocko@nasa.gov) as soon as possible.

Mocko accepted action A2 to prepare this information in the form of an article to be published in the next CEOP Newsletter in August 2008. The draft is due by end of June 2008 (see item 5.2 below) and the supposed length is roughly 2 pages of the A4 size but this will be specified in due course.  
 
3.3 CEOP Inter-Continental Transferability Study/Regional Model Analysis Achievement

Rockel reiterated that all presently available data sets (MOLTS and gridded) are in the official CEOP data archive, i.e. MOLTS (CLM, CRCM, GEMLAM, RSM, RCA3) and Gridded (CLM, CRCM, GEMLAM, RSM). However, the GEMLAM output has been corrected and the data are still in conversion process and will replace the old version in the CEOP database in the next couple of weeks. During this time the GEMLAM data are blocked. Rockel voiced that per action accepted at the time of the last call a report on the available ICTS data in the CEOP data archive would be prepared for the next issue of the CEOP Newsletter (action A3) (see item 5.2 below).
Rockel further reported on the EGU meeting held in Vienna, Austria from 14 -18 April 2008. ICTS was part of the session on "Generality of climate models" (Conveners: R. Arritt, B. Rockel, D. Williamson). The session was well attended and the ICTS group got very positive feedback on the quality of the presentations.  

Rockel also reiterated that the 2nd Lund Regional-scale Climate Modeling Workshop would be held in Lund, Sweden from 4 – 8 May 2009. The first announcement of the workshop is completed and the workshop is listed in the GEWEX calendar on the GEWEX home page, where more information of this event is accessible: http://www.gewex.org/gewex_meetings.html. 

3.4 NASA and JAXA CEOS/WGISS Test Facilities (WTF) for CEOP 

(3.4a)
Enloe reiterated that the NASA prototype system for on-line access and inter-comparison of diverse data from multiple sources had been released for testing. The users need to be familiar with regular usage of an OPeNDAP enabled analysis client, e.g. Grads, Matlab, IDL, ODC, LAS/Ferret, IDV, or NCO.  An interesting aspect of this development within CEOP is that the L2 AIRS data is online for this testing through the CEOP Satellite Data Server prototype.

Enloe also reiterated that they would need a point of contact at the University of Tokyo to participate in the round of testing of the system between Tokyo and the USA. Koike accepted action A4 to nominate a suitable person for this task and initiate communication between Enloe and the nominated candidate. Subsequently, Koike advised Enloe that Dr. Kenji Taniguchi accepted to assist with testing of the NASA prototype and the communication between Enloe and Taniguchi was established.

(3.4b)
Burford reiterated that the JAXA WTF-CEOP Distributed Data Integration System (see: http://jaxa.ceos.org/wtf_ceop/) had recently been modified to enable it to incorporate the large amount of data associated with the CEOP datasets. It can now handle nearly an unlimited number of files and is ready to accept users during the period while efforts are continuing to add more and more data to the WTF.  There is a full set of in-situ data on the system and a large amount of satellite data can also be accessed.  There is still only a limited amount of MOLTS data on the system due to the data format issue.  The data need to be reformatted and ingested into the database at MPI that enables the data be accessed on-line by the WTF-CEOP System. This work is hindered by the fact that the MOLTS data are being sent to MPI in an inhomogeneous state by the centers as explained earlier by Frank Toussaint (see item 3.7 below).  

The participants were encouraged (action A4a) to browse the system to explore further features and see more data than was possible during the time before the latest update occurred. The JAXA WTF-CEOP system tutorial video is available at: http://jaxa.ceos.org/wtf_ceop/services.html. Those, who have not created their user account yet, may wish to do so through the web site: http://ceop.restec.or.jp/auto_pass.html. If any difficulties are encountered with the account activation process, the applicant should contact the JAXA WTF-CEOP team by email: rd@restec.or.jp.  


Enloe and Burford accepted action A4b to prepare statements/announcements of the opening of the NASA and JAXA WTF-CEOP systems for general community use that would include basic information about the capabilities of the systems and how they can be accessed for the next edition of the CEOP Newsletter in August. The drafts are due by end of June (see item 5.2 below).

(3.4c)
 Regarding the proposal of the conference calls dedicated to demonstrations of the JAXA and NASA WTF-CEOP that were suggested be established at the time of the last call, JAXA/RESTEC will not be able to support this at the present time due to personnel changes. Possible support is still under consideration. Considering the limited scope of MOLTS data currently available at MPI in the accessible format for the JAXA system and the substantial amount of work that is needed to ingest further data into the database, it was suggested that (i) a science scenario be proposed and MOLTS data required for this scenario identified and prioritized; (ii) prioritized data requirements are submitted to the MPI team, who will inform the group of the time needed to ingest the data into the database accessible by the JAXA system; (iii) the JAXA WTF team will follow up and make an estimate of the work needed to add the MOLTS data to WTF-CEOP. Addition of the data will then depend on whether there is sufficient budget to perform the work. Further, Enloe will further communicate with the science group and Benedict and Koudelova to arrange a demonstration call for the NASA CEOP Satellite Data Server Prototype (action A4d). All participants were asked to first express their interest in being involved in such a call and second to provide Burford, Enloe, Mitchell and Bosilovich with their suggestions in terms of scientific issues that should be discussed, in this context, in the near future (action A4e).
3.5 MOLTS Data for CEOP
(3.5a)
The need to confirm the list of MOLTS points for CEOP was pointed out again. The latest version of the List was created in January 2007 (see Attachment 2) as a proposal for the Coordinated Enhanced Observing Period Phase 2 and contained several questionable sites that needed further reconfirmation with the site managers. This List is still considered as the basis of the final document and efforts are being undertaken by Dr. Williams and the CEOP Coordination function (action A5) to clarify the remaining uncertainties.


The List had been prioritized based on the earlier comments on the excessive number of  suggested points (177).  The highest priority is now on the CEOP reference sites, then the MOLTS points selected for the Asian Water Cycle Initiative (AWCI) basins are listed and finally, the other newly proposed points, where certain meteorological and hydrological observation stations operate and which are significant for the hydroclimate studies, but that are not expected to accept the commitments for data provision during CEOP. It had been recommended that all of the modeling centers should provide the MOLTS data for the CEOP reference sites, while the provision of MOLTS for other points should also be provided up to a level consistent with their own ability to do so.

At the time of the last of the series of Coordinated Enhanced Observing Period Model Output calls on 30 January 2007, the center representatives voiced what would be the reasonable number of MOLTS points for their respective centers:

BoM, JMA, ECPC, UKMO, and MPI – full list of 177 points is acceptable

GLDAS – no limitation in terms of number of points but GLDAS does not include the Antarctic region

GMAO – 177 points is too many but no actual limitation specified

NCEP, EMC – 80 points

ECMWF – 70 points

CPTEC – need to carry out tests – will provide this information later

CMC, NCMRWF – not on the call, will provide this information later
(3.5b)
In context of the MOLTS data, Mitchell reiterated that it would be very useful for the CEOP studies if the Centers provided the same type of output as the UK Met Office was providing and referred to the charts of the model data structure prepared by Frank Toussaint and Hans Luthardt and presented earlier (see Attachment 3). He emphasized the importance of longer forecasts, at least 36 hours for the model intercomparison studies. Earnshaw inquired whether it was desirable to also provide continuous time series of assimilation times and 6-hour forecast steps or whether only the series of 12-hour forecasts and beyond were required. It was decided that if possible, centers would provide both, the continuous time series of assimilation times and 6-hour forecast steps that are important for hydroclimate studies and the series of longer forecasts from 12-hour up to at least 36-hours that are indispensable for the model verification and intercomparison studies. 

3.6 Cloud data in CEOP 


The discussion continued on the possibility of incorporation of CLOUDNET and ISCCP data into CEOP. Williams voiced that a link to the CLOUDNET data access site had been added on to the CEOP Data Management web page and that incorporation of the CLOUDNET data into the CEOP database so that it would be accessible through the NCAR system was also possible if it was desirable for the CEOP studies. Köhler confirmed that for the comparison studies it would be very useful to have the data accessible through the NCAR database and thus the JAXA WTF-CEOP Distributed Data Integration System and suggested that a sample of data (a single file) be included in the CEOP database to test the functionality and usefulness of this new scheme. Williams accepted action A6 to communicate with Köhler regarding selection of a suitable CLOUDNET data sample and to proceed with incorporating it into the CEOP database at NCAR as soon as possible after agreement on an appropriate sample is reached.

. 
 

Köhler reiterated that Prof Pinker had agreed to provide the ISCCP data per the CEOP request submitted in 2006. In the hopes of reactivating this effort, Köhler took action A6a to contact Prof Pinker and also to determine if a formal request for the ISCCP data had been developed and if so to determine its current status and if not to produce such a request and provide it to Benedict for further action.

3.7 MPI status


Toussaint reiterated that the status overview table was available at the Model and Data CEOP page at: http://www.mad.zmaw.de/projects-at-md/ceop/ or through the CEOP Data Management web page at: http://www.eol.ucar.edu/projects/ceop/dm/, where there are also links to the model data documentation.


The work continues on re-formatting and ingesting the data into the database, which is accessible for the JAXA WTF-CEOP Distributed Data Integration System, but it is significantly influenced by the fact that the data received at MPI were very inhomogeneous across the Centers. Currently, MOLTS data of three centers for the Coordinated Enhanced Observing Period Phase 1 time period that were most homogeneous are in the database. All data that have been submitted by centers to MPI are available in the native format through the said Model and Data CEOP page at: http://www.mad.zmaw.de/projects-at-md/ceop/.

It was iterated again that it would be of extreme help if the Centers submit their MOLTS data in the earlier agreed NetCDF format during the CEOP time period from 1 January 2007 through 31 December 2011. Most of the Center representatives attending the call voiced that they were considering and preparing for submitting the MOLTS data in the NetCDF format. Those, who are considering to adopt the NetCDF format but need further information and/or assistance with the conversion scheme, are encouraged to contact Dr. Geyer (Beate.Geyer@gkss.de), who has developed conversion software for the output of all contributing Centers, and communicate with her the necessary details. 

3.8 Reference site data and Data management group update


Williams announced that the Data Management web page had been revised in order to streamline the access to various data and asked the participants to visit the site and provide the data management team with their comments and suggestions. The address of the web page is unchanged, i.e.: http://www.eol.ucar.edu/projects/ceop/dm/. 


Williams further reported that they were contacting the reference site representatives again after the period of the merger of the Coordinated Enhanced Observing Period and GHP and asking them to continue in the data submission process as it was agreed for the Coordinated Enhanced Observing Period Phase 2 which has become a part of the new CEOP investigative element (see item 3.1 above). A quick-look at the current reference site data holdings is available at: http://data.eol.ucar.edu/master_list/?project=CEOP/EOP-3/4. 

 
It was mentioned that the list of CEOP reference sites and the list of MOLTS sites still needed to be finalized based on communication with respective site managers. The Data Management team and the CEOP Coordination Function have on-going action A5 (see item 3.5 above) to communicate with the site representatives and confirm the Lists as soon as possible. In this context, Williams voiced that a new reference site in Europe, the Chilbolton observatory in UK, might become involved in the CEOP process soon. He also noted that a meeting among the European CEOP reference site managers took place (Lindenberg, Cabauw, Sodankylä) where coordination of data submission from these sites was also discussed.


Finally, Williams mentioned that they were preparing statistics of various data available at the CEOP database and asked Dr. Koike, chair of the Satellite Data group, to provide the relevant information for constructing the statistics of the satellite data. Koike accepted action A7 to send the required material as soon as possible. 

4.
CURRENT STATUS OF NWPCs 

4.1 Bureau of Meteorology (BoM) by Lawrie Rikus


Rikus reiterated that BoM was moving ahead with a major change over to a super computer based hardware and model system that will not be operational before March 2009. In the meantime, Rikus is reviewing the data requirements in the context of CEOP’s current implementation plan and per action accepted at the time of the last call he intends to generate the MOLTS and gridded data from operational history files already stored in the BoM archive. This means that the choice of variables is limited to what is available in the archive but at the same time range of MOLTS points will not be restricted. Rikus will prepare a template/description of the said data output and provide it to the group in due course (action A8). 

4.2 JMA by Toshio Koike


Koike reiterated that JMA had made a major upgrade of the computer system recently and was preparing for contributing their output to CEOP for the period 2007 – 2012, but unfortunately would not provide the data for the period 2005 – 2006. Koike pointed out that JMA would be providing 24-hour forecast and the spatial resolution of the gridded output would be 20 km resolution. Because of the high volume and some limitations on accepting this data at MPI, some grids of the global output would be skipped and the data will first be staged at the University of Tokyo and transferred to the CEOP Model Data Archive, in due course. From March 2009, the full high-resolution gridded global output may be provided to MPI.

4.3 ECPC by John Roads


Roads reiterated that they were focusing on scientific issues using the output of other models, in-situ and satellite data for their analyses. He pointed out that regarding the satellite data they were currently looking at global precipitation fields including also non-CEOP products but considered further analyses using more satellite data in the near future.

4.4 GMAO by David Mocko

Mocko reported that the GMAO reanalysis had been running but completion of the timeframe of the ‘CEOP’ EOP-3 and EOP-4 (Oct2002-Dec2004) might take several more months. After that, the GMAO output will be included in the MAC study and also provided to the MPI archive. Mocko further voiced that they would provide the MOLTS data in the NetCDF format as agreed within the group but they
might not be able to provide 36+-hour forecasts every day from 12Z. In addition, GMAO has another reanalysis that may be provided to CEOP before the output of the currently running system is available. This GMAO team will further specify this option by the time of the next call (action A9).

4.5 GLDAS by Hiroko Kato 


Kato reported that GLDAS planned on submitting MOLTS for CEOP over as many sites as possible (within 60S-90N latitudes, which is the GLDAS domain), once the sites were finalized. The GLDAS team will make an effort to submit the MOLTS in the NetCDF format. Kato accepted action A10 to contact Dr. Geyer and communicate with her the MOLTS formatting issue.  

Current GLDAS developments and activities include:
· New snow data assimilation, irrigation, and runoff routing;

· A new long term simulation with the Princeton forcing is complete from 1948 to 2000;

· Additional LSM—VIC—into the long term simulation collection.
GLDAS products are publicly available from the Goddard Earth Sciences Data and Information Services Center (DISC) (http://disc.sci.gsfc.nasa.gov/hydrology/hydro_get_data.shtml). The long term (1979-present) global land surface model simulations from NOAH, CLM2, and MOSAIC at 1 degree and 0.25 degree (NOAH) resolutions at 3-hourly and monthly intervals can be downloaded via ftp.  The data can be accessed through GrADS GDS as well.

4.6 NCEP by Ken Mitchell, Sid Katz, and Michael Ek

Mitchell reported that a major upgrade of the NCEP system would be operational from early May 2008 and the data transfer to MPI in real time would resume. The data up to this point will be backfilled. 
Mitchell further reiterated the NCEP Third Global Reanalysis production was ready and the commitment could be made to provide that data to MPI from 2003 onward to cover the entire Coordinated Enhanced Observing Period and the Coordinated Energy and Water-cycle Project time period. 

Mitchell introduced Michael Ek who will be involved in the NCEP activities related to CEOP and will participate in the CEOP Model Output Conference Calls. The participants welcomed Mike Ek and appreciated his involvement in and support to the group activities.

4.7 EPSON Meteo Centre (EMC) by Alessandro Perotto and Raffaele Salerno


 Perotto reiterated that EMC was committed to continuing to process and transfer data to MPI in the context of the CEOP plans and would provide the same output as NCEP did as it was shown in the schematic overview of centers’ data structure prepared by the MPI team and distributed earlier. Perotto further reported that per action accepted at the time of the last call, he was communicating with Toussaint on the details of the routine data processing and transfer from EMC to MPI.  This action is on-going (A11). 
4.8 UKMO by Paul Earnshaw

Earnshaw reiterated that the Coordinated Enhanced Observing Period Phase 2 data had already been processed as was committed to at the time. Further work could proceed with the new list of reference sites and MOLTS locations as well but that it would be important to find a framework whereby there could a uniform approach to the matter of the data form and content and the number and locations of the reference and MOLTS sites.
4.9 ECMWF by Martin Köhler


Köhler reported that the ERA Interim Reanalysis had been completed up to 2003 and the output was available for the MAC study. Results for the year 2004 are expected after one month and all data will then be transferred to MPI. 


Köhler further noted that he was writing a code for conversion of the ECMWF MOLTS data from the native ASCII to the NetCDF format. The MOLTS data for the new CEOP will be submitted to MPI in the NetCDF format as agreed within the group.

4.10 MSC by Stephane Belair (in writing)


Belair reiterated in writing that MSC expected to continue to be involved in CEOP as it had been earlier in the Coordinated Enhanced Observing Period. Belair further mentioned that the center was undergoing reorganization and he was seeking means for possible closer connection of MSC to CEOP. 

4.11 CPTEC by Sin Chan Chou (in writing)


Chou reported in writing that CPTEC expected to continue to be involved in CEOP as it had been earlier in the Coordinated Enhanced Observing Period. In addition, CPTEC may contribute to the ICTS and SIEVE activities later this year. The Eta Model is run for seasonal forecasts on a monthly basis and runs over South America can be provided to CEOP if requested. The Eta Model is also run for the climate change scenarios as an assignment from the Ministry of science and technology, which is now requiring most of the computing power and thus activities related to CEOP are postponed until the assignment has been completed later this year, perhaps by August. 

4.12 NCMRWF by Ashwini Bohra (in writing)

Bohra reported in writing that NCMRWF had recently implemented a higher resolution scheme (50 km horizontal; 64 levels in vertical with about 15 levels in atmospheric boundary layer ABL). However, NCMRWF is facing severe manpower resource issues that preclude the team from making any definite commitments at this stage. It is not feasible for the team members to participate in the conference calls and other related CEOP activities in the very near future but they are willing to resume the close cooperation with CEOP and data provision at the first opportunity.   

5.
OTHER ISSUES

5.1 Meetings

(5.1a)
It was announced that the CEOP Annual Meeting would be held in Geneva, Switzerland, from 15 – 17 September 2008 and the participants were asked to consider their participation in this event. Formal announcement and further information of the meeting will be released in the near future.
(5.1b)
It was also noted that the AMMA/ENSEMBLES Workshop on seasonal forecasting and its applications would be held in Niamey, Niger from 26 – 30 May 2008. The workshop provides a nice opportunity to learn what AMMA has done in the field of seasonal forecasting and its applications and what their objectives are and also to consider the interactions between AMMA and CEOP. The announcement of the workshop was circulated via email in advance of the call and the CEOP representatives were asked to consider their participation in this event. 

(5.1c)
The 2nd Lund Regional-scale Climate Modeling Workshop will be held in Lund, Sweden from 4 – 8 May 2009 (see also item 3.3 above). 

5.2 CEOP Newsletter 


Koike informed the group that it had been decided at the GEWEX SSG meeting that the CEOP Newsletter would be issued once a year as a CEOP-dedicated issue of the GEWEX Newsletter series. This year’s (2008) CEOP Newsletter will be issued in August. Accordingly, all contributions to this issue are due by end of June in order to assure timely edition of the whole booklet. The mid-May deadline announced at the time of the last call supposed earlier (July) publication of the Newsletter and thus has been postponed according to the later (August) publishing date. The CEOP Newsletter will have 8 pages of A4 size like the Coordinated Enhanced Observing Period Newsletter had. 


It was reiterated that the excellent results of MAC and ICTS as well as the statements/announcements of the general public accessibility to the NASA and JAXA WTF-CEOP tools with a brief introduction should be presented in the August issue of the Newsletter. Accordingly, Bosilovich/Mocko, Rockel/Geyer, and Enloe/Burford were asked to prepare draft articles on MAC, ICTS, and WTF-CEOP tools respectively (actions A2, A3, A4). 

6.
CLOSING

Koike acknowledged the participants for attending the call and providing their valuable contributions, comments and suggestions. The call was adjourned at 15:00 UTC.
ATTACHMENT 1
MAC dataset description and variable availability spreadsheet
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ATTACHMENT 2
List of Phase 2 MOLTS points
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ATTACHMENT 3
UKMO MOLTS data structure
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Multi-model Analysis For CEOP (MAC): A model data product supporting CEOP 
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A plan to synthesize the gridded model contributions to the CEOP data archives 
to facilitate their use in GEWEX science and operational objectives. 
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1.  Background 


Early in the formulation of the Coordinated Enhanced Observing Period (CEOP), the need for model data 
to support science objectives became apparent.  Additionally, the observations being developed for CEOP 
would be very useful to the validation of model analyses and forecasts.  Invitations were sent to the major 
international Numerical Weather Prediction and data assimilation Centers (NWPCs).  Ten centers 
responded favorably, and by the end of 2007, seven centers provided 27 months’ worth of data for the 
CEOP EOP-3 and -4 (Oct 2002 – Dec 2004).  Two separate model contributions from ECPC gave a total 
of 8 (eight) analyses.  NASA/GSFC GMAO’s GEOS-5 reanalysis data is currently under development, 
and is not included within these 8 analyses.  The EOP-3/4 period is an excellent timeframe for testing the 
model data, as tremendous amounts of global remotely-sensed data are also available for verification. 
 
Comparing the analyses from the NWPCs has primarily been through the single-point Model Output 
Location Time Series (MOLTS) co-located with CEOP reference sites (Yang et al. 2007; Chou et al. 
2007; Rikus 2007 and Bosilovich et al. 2007).  To get at the comparison of global grids, an ensemble of 
the analyses is proposed.  This ensemble serves several purposes.  First, the variance of the analyses can 
provide a measure of uncertainty in analyses.  It also provides a range of the state-of-the-art analyses.  
Second, this ensemble may make a better benchmark for comparing individual analyses than simply 
differencing one against another.  The veracity of the ensemble can be tested against global independent 
observations (e.g., GPCP, ISCCP, SRB, etc.).  Lastly, it is hoped that these datasets will demonstrate the 
benefit of such a multi-model analysis for global atmospheric data assimilation systems, for future longer-
term studies.  The GSWP-2 multi-model analysis provides encouraging results showing that the ensemble 
average can be a high-quality data product (Dirmeyer et al, 2006). 
 
The purpose of this paper is to outline the methods and procedure for developing a Multi-model Analysis 
for CEOP (MAC).  Input from the GEWEX community (GMPP, GRP, and others) is crucial to develop a 
dataset useful beyond the interest of the modeling groups.  This paper will contain descriptions of the 
regridding method, common grid, variables to be ensembled, and any special considerations.  An 
accompanying spreadsheet (see Appendix) will provide additional details of the CEOP MAC data.  This 
document contains the description of the first version of the MAC.  Subsequent versions may include 
different variables, methods or new data. 
 


2.  Data 


The data contributed to CEOP consists of analysis and forecast cycles.  Few requirements were placed on 
the contributing NWPCs; thus, the length of the forecasts, frequency of output, variables and units were 
left to the individual center (see Tables 1 and 2 in the Appendix).  While the archive of data is perfectly 
useable, these issues need careful consideration for users intending on applying these data to a validation 
exercise or scientific evaluation. 
 
The CEOP MAC data will synthesize a subset of high-priority variables (see Appendix), ensure that units 
are consistent, and grids are made common.  Each NWPC’s system has its own topography and 
land/water mask.  All centers did not provide a mask and topography for their system, so these will not 
factor into this initial pilot study of ensembling analyses.  Also, the dataset does not synthesize data 
beyond the first 6-hourly forecast period available past the analysis time.  Most of the centers do not 
provide data beyond the 6-hour forecast, and thus the number of members drops at longer forecast times.  
However, CPTEC data is only available daily beyond a 12-hour forecast; thus, the daily CPTEC data is 







from a 12-hour to 36-hour forecast.  Also, MSC data is only provided from a single daily run at 12Z; thus, 
the daily data is from 0-hour to 24-hour forecast.  The 6-hourly analysis and forecast cycles will be 
averaged into monthly and daily averages, as these will be well-posed frequencies in the individual time 
series. 
 
The centers that have provided global gridded analyses to the project are: 
 


• Bureau of Meteorology Research Centre (BMRC) 
• Centro de Previsão de Tempo e Estudos Climáticos (CPTEC, The Center for Weather Forecasts 


and Climate Studies) 
• Experimental Climate Prediction Center (ECPC) 
• Japan Meteorological Agency (JMA) 
• Meteorological Services of Canada (MSC) 
• National Centers for Environmental Prediction (NCEP) 
• United Kingdom Meteorological Office (UKMO) 


 
 
The raw model data from the NWPCs participating in CEOP is stored (in Grib1 format) and archived by 
the Model & Data group at the Max Planck Institute (MPI) for Meteorology in Hamburg, Germany.  Only 
those data files containing the subset of high-priority variables and the minimum-available forecast times 
described above were downloaded to a workstation at NASA/GSFC GMAO.  Because these files 
typically contained additional variables and forecasts beyond what was desired, often at very high 
resolution, the amount of data downloaded to data has to date exceeded 1.13 Tb.  A significant portion of 
this data was transferred over a high-speed optical network that was configured during the development of 
the CEOP MAC.  This optical path used end-to-end communication over the University of Illinois-
Chicago's TeraFlow Testbed network, which included support from NASA/GSFC’s Software Integration 
and Visualization Office. 
 


3.  Methods and Plan 


The procedure for generating the Multi-model Analysis for CEOP (MAC) is as follows: 
 


a) Generate a 6-hourly dataset for all centers, using consistent units and time-frames 
b) Regrid the 6-hourly data from each center to a common grid (1.25 deg. by 1.25 deg.) 
c) Create an ensemble mean of the 6-hourly data; also create a 6-hourly standard deviation (Figure 1) 
d) Create daily-averages and monthly-averages from the 6-hourly ensemble mean (Figures 2 and 3) 
e) Create daily- and monthly-averages of the individual centers (Figures 2 and 3) 
f) Create daily and monthly standard deviations between the individual centers averages 
g) Write the re-gridded data for all centers, the mean, and the standard deviation at the 6-hourly, 


daily, and monthly times in the final formats of NetCDF and grib1 with consistent units and 
variable names. 


 
The steps listed above provide a broad outline of the procedure.  Many decisions and problems needed to 
be overcome along the way, and are discussed in further detail below. 
 







a.  6-hourly dataset (Step 1) 


For each NWPC dataset, a Grib table was used to identify and locate the subset of high-priority variables 
listed in the Appendix.  The minimum forecast time available for each variable of the center was then 
pulled from the raw model data using “wgrib”.  The minimum forecast time available typically was the 
analysis (0-hour forecast) for the instantaneous variables, and the 0-6 hourly forecast for the 
average/accumulation (ave/acc) variables.  Some major exceptions include the CPTEC data, the MSC 
data, and some variables from the ECPC data.  The CPTEC data at 00Z is a 12-hourly forecast, at 06Z an 
18-hr forecast, at 12Z a 24-hr forecast, and at 18Z a 36-hr forecast.  Similarly, the ave/acc variables from 
00Z to 06Z are a 12-18 hourly forecast, and so on.  The MSC instantaneous surface variable data at 12Z is 
an analysis/0-hr forecast, at 18Z a 6-hr forecast, at 00Z a 12-hr forecast, and at 06Z an 18-hr forecast.  The 
upper air data, however, was not available at 06Z and 18Z; the 12Z data is an analysis/0-hr forecast and 
the 00Z data is a 12-hr forecast.  The MSC ave/acc variables from 12Z to 18Z are a 0-6 hourly forecast, 
and so on.  Several ECPC RII and SFM instantaneous surface variables are a 6-hr forecast rather than an 
analysis/0-hr forecast.  Further details, including descriptions of any missing times and variables, are 
available in the spreadsheet and the Appendix (see Tables 1 and 2). 
 


b.  Regridding (Step 2) 


In order to produce an ensemble, a common grid must be defined.  Since most operational analyses are 
near or going to ~100km spatial scales, a grid on the order of 1 degrees latitude and longitude was 
desirable.  Also, many data products (GPCP and the reanalyses data) use a regular latitude-longitude 
coarse grid (2.5 degrees).  Thus, a regular latitude-longitude grid that is near the spatial scale of the 
observational analyses, but also can be related easily to the reanalyses coarse grid, was chosen. The 
resolution is 1.25º longitude by 1.25º latitude (288×144 gridpoints), with the 1,1 center point located at 
179.375W, 89.375S. 
 
The native grid from each of the NWPCs supplied to CEOP was interpolated to the common grid using 
the OpenGrADS re() command (http://opengrads.org/).  In the cases where the native grid is finer than 
1.25ºx1.25º, box averaging was used.  In the cases where the native grid is coarser than 1.25ºx1.25º, 
bilinear interpolation was be used.  No other filtering or screening of the gridded data was applied (except 
for some below-ground heights – details in Sections 3c-f).  At the end of this step, the data from each 
NWPC was on the common grid at a 6-hourly timestep, with common variable names and units.  A list of 
the available variables for each center can be found in Table 1. 
 


c.  Ensemble Average (Step 3) 


The ensemble average is the straight average of all of the available variables from each NWPC at each 6-
hourly timestep.  As all centers did not provide all variables, the ensemble averaging was done with those 
centers that did provide the given variable.  If any data was missing from one or more of the NWPCs at a 
given time, the ensemble average was the average of the remaining data available.  For the upper-air data 
at 850hPa and 700hPa, a masking to the MAC ensemble was applied for areas where the surface pressure 
at the given time was less than the pressure of the level (less than 850hPa or than 700hPa).  This masking 
was also performed for the BMRC 6-hourly data, but not for the other individual NWPCs.  The flowchart 
decisions used for each variable during the creation of the MAC ensemble at each of the 3292 6-hourly 
times is shown in Figure 1. 







 
Figure 1:  Flowchart of the creation of the 6-hourly ensemble mean and standard deviation. 
 







The individual center’s regridded variable is also provided with the MAC, so that it will be apparent when 
data is included in the ensemble average or not.  Also, a separate dataset is provided that enumerates the 
number of ensemble members for each variable for each time.  Similarly, the standard deviation at each 6-
hourly timestep was computed from the available data that made up the ensemble average.  The ensemble 
mean and standard deviation are provided as separate datasets on the same grid and same format as the 
individual NWPCs described at the end of Section 3b (Step 2). 
 


d-f.  Daily- and Monthly-Averages (Steps 4, 5, and 6) 


The daily average of the ensemble mean was the simple average of the 00Z, 06Z, 12Z, and 18Z data on 
the given date.  For the individual NWPCs, the daily average was the same, except that if an individual 
variable was missing or unavailable for at least one time during the date, that variable was considered to 
be undefined for that center on that day.  The one exception to this is the MSC upper-air data, which was 
only available at 00Z and 12Z, and the daily average is just the average of these two times.  Also, for each 
dataset, if at least one of the four times of the day had a point masked out because the surface pressure 
was less than the pressure of the upper-air level, then that point was also masked out for the entire day.  
The flowchart for the daily averages is shown in Figure 2.  The daily standard deviation was then 
calculated between the centers that had valid daily averages for each variable.  Note that the daily 
ensemble mean may include more data/centers than the daily ensemble standard deviation.  An example 
of this is to suppose the 500 hPa heights was missing for 12Z only for one center.  The 6-hourly ensemble 
means will include the 00Z, 06Z, and 18Z times for this center, and thus the daily ensemble mean will 
proportionally include this data.  However, the daily mean for this center/variable will be considered 
undefined, and will not be included in the daily ensemble mean. 
 
The monthly average of the ensemble mean was the simple average of all times in the month.  For the 
individual NWPCs, the monthly average was calculated differently.  First, all the 00Z times during the 
month were averaged, then the 06Z times, the 12Z times, and then the 18Z times.  Next, these four times 
were summed and divided by four (4).  This method was done to minimize the effect of an individual 
missing time on the monthly average.  For example, if a 06Z time was missing for a variable such as 
downward surface radiation on a single date, this missing time would have a noticeable effect on the 
monthly average.  If the similar times were averaged first, this problem is reduced, but does give a little 
extra weight to the other dates where the variable was available.  No more than 6 times during the month 
were allowed to be undefined (out of a typical 120 or 124 6-hourly periods).  If more than 6 times were 
undefined, the variable for that month was undefined.  Similarly, if a given point had more than 6 times 
masked because the surface pressure was less than the pressure of the upper-air level, the point was also 
masked.  The exceptions to this were for the UKMO data (numerous missing times, see Appendix), for 
the CPTEC data (only for May 2003, due to missing data), and for the MSC data (only 00Z and 12Z data 
available).  The flowchart for the monthly averages is shown in Figure 3.  The monthly-average standard 
deviation was then calculated between the individual centers’ monthly averages.  Again, because of the 
different methods of the monthly-average calculations, the monthly-average standard deviation will not be 
exactly centered about the ensemble mean monthly-average. 
 







 
Figure 2:  Flowchart of the creation of the daily average for ensemble mean and individual models. 
 







 
Figure 3:  Flowchart of the creation of the monthly average for ensemble mean and individual models. 
 







 


g.  Write the gridded data out for the MAC (Step 7) 


Data were written to binary output, then were converted to the NetCDF and Grib1 formats (using the 
public GrADS script LATS4d) for release to the contributors and community.  The resulting binary (or 
NetCDF) output size is roughly 284Gb (about 134Gb in Grib1).  Each file contains each variable listed in 
Table 1 (with the common naming convention).  Common utilities, ncdump and wgrib, can be used to 
identify the vital information needed to access the data.  A grib table common to all processed centers and 
the MAC is also provided.  The data will be sent to the NASA Goddard Data Information Services Center 
(DISC) and the MPI Model and Data Center (others can be included if interested).  
 


4. Summary and next steps  


The global gridded analyses contributed to CEOP have been modified to fit a common framework to 
facilitate comparisons among the analyses and make the access to the data easier for science efforts.  The 
eventual goal is to quantify the uncertainty among operational analyses.  Preliminary results and 
evaluation of the MAC ensemble have been favorable, so the data should be returned to the contributing 
centers, and made available to the scientific community.  These results were presented at the AMS annual 
meeting (http://ams.confex.com/ams/88Annual/techprogram/paper_131182.htm) and the WCRP 3rd 
International Reanalysis Conference (http://jra.kishou.go.jp/3rac_en.html). 
 
Two major tasks are nearing completion.  First, make the data accessible to the contributing centers and 
CEOP science efforts.  Possibly, some review of the data and results could be available by the annual 
CEOP meeting in September 2008.  Second, we would like to invite the data contributors to collaborate 
on an overview paper of the data set.  The eventual manuscript would go to peer review, but perhaps a 
more broad distribution, for example, Bulletin of the AMS.  Lastly, the documentation on each of the 
system is quite variable.  It would be useful to researchers/users to have some basic information and 
citations for the systems’ model and data assimilation methods. 
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5. Appendix 1: Summary of available model data used in the MAC 


 


 
 
Table 1:  List of variables, descriptions/names, and availability by center of data used in the MAC. 
 


Description Units BMRC CPTEC ECPCRII ECPCSFM JMA MSC NCEP UKMO
Surface Pressure Pa SURFPsfc PRESsfc PRESsfc PRESsfc PRESsfc SURFPsfc PRESsfcSURFPsfc
Mean Sea Level Pressure Pa MSLPsfc PRMSLmsl PRESmsl PRMSLmsl
Surface Air Temperature K TMP2m TMP2m TMP2m TMP2m TMP2m TTSUsfc TMP2m LOWT2m
Surface Skin Temperature K SURFTsfc SURFTsfc TMPsfc TMPsfc SURFTsfc TMPsfc SURFTsfc


Surface Air Moisture kg kg-1 SPFH2m RH2m SPFH2m SPFH2m SPFHhbl HUSUsfc SPFH2m LOWSH2m
Surface Eastward Wind m s-1 UGRD10m UGRD10m UGRD10m UGRD10m UGRD10m UUSUsfc UGRD10m TENUS10m


Surface Northward Wind m s-1 VGRD10m VGRD10m VGRD10m VGRD10m VGRD10m VVSUsfc VGRD10m TENVS10m


Precipitation kg m-2 s-1 APCPsfc APCPsfc PRATEsfc PRATEsfc PRATEsfc PRsfc PRATEsfcAPCPsfc
Convective Precipitation kg m-2 s-1 CPRATsfc CPRATsfc ACPCPsfc
Surface Runoff kg m-2 WATRsfc WATRsfc WATRsfc N0sfc WATRsfc WATRsfc
Liquid equivalent snow depth kg m-2 SNODsfc WEASDsfc WEASDsfc I5sfc WEASDsfc


Latent Heat Flux W m-2 LHTFLsfc LHTFLsfc LHTFLsfc LHTFLsfc LHTFLsfc AVsfc LHTFLsfc LHTFLsfc


Sensible Heat Flux W m-2 SHTFLsfc SHTFLsfc SHTFLsfc SHTFLsfc SHTFLsfc AHsfc SHTFLsfc SHTFLsfc
Surface Incoming Shortwave W m-2 DSWRFsfc DSWRFsfc DSWRFsfc DSWRFsfc DSWRFsfc N4sfc DSWRFsfc TDSWSsfc


Surface Incoming Longwave W m-2 DLWRFsfc DLWRFsfc DLWRFsfc DLWRFsfc DLWRFsfc ADsfc DLWRFsfc TDLWSsfc


Surface Reflected Shortwave W m-2 USWRFsfc USWRFsfc USWRFsfc USWRFsfc USWRFsfc N4sfc-ASsfcUSWRFsfc TUSWSsfc


Surface Outgoing Longwave W m-2 ULWRFsfc ULWRFsfc ULWRFsfc ULWRFsfc ULWRFsfc ADsfc-AIsfcULWRFsfc TULWSsfc
TOA Longwave Outgoing W m-2 ULWRFtoa ULWRFtoa ULWRFtoa ULWRFtoa ARsfc ULWRFtoa TULWTtoa


TOA Shortwave Incoming W m-2 DSWRFtoa DSWRFtoa DSWRFtoa ABsfc TDSWTtoa


TOA Shortwave Outgoing W m-2 USWRFtoa USWRFtoa USWRFtoa USWRFtoa AUsfc USWRFtoa TUSWTtoa
Total Cloud Cover (0-1) TCDCclm TCDCclm TCDCclm TCDCsfc TCDCsfc TCDCclm TCDCsfc


Total Column Water Vapor kg m-2 PWATclm PWATclm PWATclm PWATclm IHsfc PWATclm
Total Column Condensed Water kg m-2 CWATprs IEsfc CWATclm


Q850 kg kg-1 SPFHprs SPFHprs SPFHprs SPFHprs SPFHprs RHprs RHprs
T850 K TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs


U850 m s-1 UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs


V850 m s-1 VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs
H850 m HGTprs HGTprs HGTprs HGTprs GPprs HGTprs HGTprs GPprs
Q700 kg kg-1 SPFHprs SPFHprs SPFHprs SPFHprs SPFHprs RHprs RHprs
T700 K TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs


U700 m s-1 UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs


V700 m s-1 VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs
H700 m HGTprs HGTprs HGTprs HGTprs GPprs HGTprs HGTprs GPprs
Q500 kg kg-1 SPFHprs SPFHprs SPFHprs SPFHprs SPFHprs RHprs RHprs
T500 K TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs


U500 m s-1 UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs


V500 m s-1 VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs
H500 m HGTprs HGTprs HGTprs HGTprs GPprs HGTprs HGTprs GPprs
Q300 kg kg-1 SPFHprs SPFHprs SPFHprs SPFHprs SPFHprs RHprs RHprs
T300 K TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs


U300 m s-1 UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs


V300 m s-1 VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs
H300 m HGTprs HGTprs HGTprs HGTprs GPprs HGTprs HGTprs GPprs
Q200 kg kg-1 SPFHprs SPFHprs SPFHprs SPFHprs RHprs RHprs
T200 K TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs TMPprs


U200 m s-1 UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs UGRDprs


V200 m s-1 VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs VGRDprs
H200 m HGTprs HGTprs HGTprs HGTprs GPprs HGTprs GPprs


Centers







Description Units BMRC CPTEC ECPCRII ECPCSFM JMA MSC NCEP UKMO
Surface Pressure Pa analysis 12hr fcst+ 6hr fcst 6hr fcst analysis anl/6hr fcst+ analysis analysis
Mean Sea Level Pressure Pa analysis analysis analysis analysis
Surface Air Temperature K analysis 12hr fcst+ 6hr fcst 6hr fcst analysis anl/6hr fcst+ 6hr fcst analysis
Surface Skin Temperature K analysis 12hr fcst+ 6hr fcst 6hr fcst anl/6hr fcst+ 6hr fcst analysis


Surface Air Moisture kg kg-1 analysis 12hr fcst+ 6hr fcst 6hr fcst analysis anl/6hr fcst+ 6hr fcst analysis


Surface Eastward Wind m s-1 analysis 12hr fcst+ 6hr fcst 6hr fcst analysis anl/6hr fcst+ 6hr fcst analysis


Surface Northward Wind m s-1 analysis 12hr fcst+ 6hr fcst 6hr fcst analysis anl/6hr fcst+ 6hr fcst analysis
Precipitation kg m-2 s-1 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 6hr fcst 3hr fcst+ 0-6hr ave 0-6hr acc
Convective Precipitation kg m-2 s-1 0-6hr ave 0-6hr ave 0-6hr acc
Surface Runoff kg m-2 12hr fcst+ 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr acc 0-6hr acc
Liquid equivalent snow depth kg m-2 analysis 6hr fcst 6hr fcst anl/6hr fcst+ 6hr fcst


Latent Heat Flux W m-2 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave
Sensible Heat Flux W m-2 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave


Surface Incoming Shortwave W m-2 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave


Surface Incoming Longwave W m-2 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave


Surface Reflected Shortwave W m-2 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave


Surface Outgoing Longwave W m-2 0-6hr ave 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave
TOA Longwave Outgoing W m-2 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave


TOA Shortwave Incoming W m-2 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave


TOA Shortwave Outgoing W m-2 12hr fcst+ 0-6hr ave 0-6hr ave 0-6hr ave 3hr fcst+ 0-6hr ave 0-6hr ave
Total Cloud Cover (0-1) 12hr fcst+ 0-1hr ave 0-1hr ave analysis anl/6hr fcst+ 0-6hr ave analysis


Total Column Water Vapor kg m-2 analysis 12hr fcst+ 6hr fcst 6hr fcst anl/6hr fcst+ analysis
Total Column Condensed Water kg m-2 analysis anl/6hr fcst+ analysis


Q850 kg kg-1 analysis 12hr fcst+ analysis analysis anl/12hr fcst analysis analysis
T850 K analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


U850 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


V850 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis
H850 m analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


Q700 kg kg-1 analysis 12hr fcst+ analysis analysis anl/12hr fcst analysis analysis
T700 K analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


U700 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


V700 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis
H700 m analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


Q500 kg kg-1 analysis 12hr fcst+ analysis analysis anl/12hr fcst analysis analysis
T500 K analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


U500 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


V500 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis
H500 m analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


Q300 kg kg-1 analysis 12hr fcst+ analysis analysis anl/12hr fcst analysis analysis
T300 K analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


U300 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


V300 m s-1 analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis
H300 m analysis 12hr fcst+ analysis analysis analysis anl/12hr fcst analysis analysis


Q200 kg kg-1 analysis 12hr fcst+ analysis analysis analysis analysis
T200 K analysis 12hr fcst+ analysis analysis analysis analysis analysis


U200 m s-1 analysis 12hr fcst+ analysis analysis analysis analysis analysis
V200 m s-1 analysis 12hr fcst+ analysis analysis analysis analysis analysis
H200 m analysis 12hr fcst+ analysis analysis analysis analysis analysis  
 
Table 2:  Location in the forecast cycle of each NWPC’s variables included in the MAC. 
 







CEOP GRID 6-hourly Datasets 
 


 


Center 
 


Data Status 
(should be 3292     


6-hourly files) 
 


 


Dimensions 
 


Experiment: 
Dataset 


 


Key Variables 


X by Y: 288 by 145 
Lon/Lat: 1.25 by 1.25 


Levels: 22 pressure levels 


CEOP_JMA_GRID_RAW: 
    CEOP_JMA_GRID_1 


T, U/V, ω, Φ (22 levels) 
Cloud liquid water (12 


levels) 


Total cloud cover % 
(column) 


2-m T, 10-m U/V 
 


X by Y: 640 by 320 
Lon/Lat: 0.5625 by ~0.5625 


Levels: 1 surface level 


CEOP_JMA_GRID_RAW: 
    CEOP_JMA_GRID_2 


TOA/surface LW/SW ↑/↓ 


radiation 
Sensible/Latent heat flux 


Precip/Pressure/Roughness/
TKE 


Momentum & Water Vapor 
flux 


 


JMA No times missing 


X by Y: 320 by 160 
Lon/Lat: 1.125 by ~1.125 


Levels: 40 eta levels 


CEOP_JMA_GRID_RAW: 
    CEOP_JMA_GRID_3 


T, U/V, P, q (40 levels) 
Local time tendency of T 


(40 levels) 


X by Y: 288 by 145 
Lon/Lat: 1.25 by 1.25 


Levels: 1 surface level 


CEOP_UKMO_GRID_RAW: 
    CEOP_UKMO_GRID_DA_all_2D 


TOA/surface LW/SW ↑/↓ 


radiation 
Sensible/Latent heat flux  


Precip w/ Convective/Large-
scale 


Pressure/Roughness/PBL 
height 


Total/High/Mid/Low cloud 
cover %  


Convective cloud base/top 
Snow fall/depth/melt 


Runoff/Soil moisture 


2-m T/q, 10-m U/V 
 


UKMO 278 times missing: 
   (by month) 


2002: 4, 3, 70 
2003: 27, 5, 4, 2, 10, 


26, 4, 24, 8, 9, 11, 1 
2004: 5, 5, 5, 0, 4, 9, 


5, 9, 9, 4, 9, 8 


X by Y: 288 by 145 
Lon/Lat: 1.25 by 1.25 


Levels: 18 pressure levels 


CEOP_UKMO_GRID_RAW: 
    CEOP_UKMO_GRID_DA_all_3D 


T, U/V, RH, Φ (18 levels) 
KE/Enthalpy (18 levels) 


BMRC 2 times missing: 


12Z2003Dec12 


18Z2003Dec12 


X by Y: 480 by 240 


Lon/Lat: 0.75 by ~0.75 


Levels: 15 pressure levels 


CEOP_BMRC_GRID 


    with corrections in: 


       CEOP_BMRC_GRID_18Z 
       CEOP_BMRC_GRID_NEWSFC 


       CEOP_BMRC_GRID_SPHUM 
 


(data obtained direct from BMRC) 


T, U/V, ω, Φ (15 levels) 


Surface LW/SW ↑/↓ 


radiation 
Sensible/Latent heat flux 


Precip/Pressure 
Precipitable water 


Snow depth 


Surface albedo 
Soil moisture & temp 


2-m T/q, 10-m U/V 







NCEP 1 time missing: 


12Z2003Aug26 


X by Y: 360 by 181 


Lon/Lat: 1.0 by 1.0 
Levels: 26 pressure levels 


CEOP_NCEP_GRID_RAW: 


    NCEP_GR_FORC_06__00H 
    NCEP_GR_FORC_06__06H 


    NCEP_GR_FORC_06__12H 
    NCEP_GR_FORC_06__18H 


T, U/V, Φ (26 levels) 


Cloud water, RH, ω (21 
levels) 


TOA/surface LW/SW ↑/↓ 


radiation 


   (no TOA SW↓, however) 


Sensible/Latent/Ground 
heat flux 


Precip/Pressure/PBL height 
Total cloud cover % 


(column) 


Precipitable & Cloud water 
(column) 


Snow depth 
Surface albedo 


Runoff/Soil moisture & 
temps 


2-m T/q, 10-m U/V 


X by Y: 192 by 94 


Lon/Lat: 1.875 by ~1.915 
Levels: 1 surface level 


CEOP_ECPCRII_GRID_RAW: 


    ECPCRII6_flx_ft00_MUL 
      (analysis) 


    ECPCRII6_flx_ft03_MUL 
      (00-03 hour forecast average) 


    ECPCRII6_flx_ft06_MUL 
      (03-06 hour forecast average) 


 


TOA/surface LW/SW ↑/↓ 


radiation 
Sensible/Latent/Ground 


heat flux 
Precip w/ Convective 


Pressure/Roughness/PBL 


height 
Momentum flux/Gravity 


wave stress 
Total/High/Mid/Low cloud 


cover % 
Cloud base/top/ 


temperature/CWF 
Snow fall/depth/melt 


Surface albedo 
Runoff/Soil moisture & 


temps 
2-m T/q, 10-m U/V 


ECPC 
RII 


No times missing 


X by Y: 144 by 73 


Lon/Lat: 2.5 by 2.5 
Levels: 17 pressure levels 


CEOP_ECPCRII_GRID_RAW: 


    ECPCRII6_pgb_ft00_MUL 
        (analysis) 


T, U/V, RH/q, ω, Φ, η (17 


levels) 
Precipitable water/RH 


(column) 
Lifted index 


Max wind level T, U/V, 


Pressure 
Tropopause T, U/V, 


Pressure, Shear 







2 times missing: 


12Z2003Aug22 
12Z2003Aug25 


X by Y: 192 by 94 


Lon/Lat: 1.875 by ~1.915 
Levels: 1 surface level 


CEOP_ECPCSFM_GRID_RAW: 


    ECPCSFM6_flx_ft00_MUL 
      (analysis) 


    ECPCSFM6_flx_ft03_MUL 
      (00-03 hour forecast average) 


    ECPCSFM6_flx_ft06_MUL 
      (03-06 hour forecast average) 


TOA/surface LW/SW ↑/↓ 


radiation 
Sensible/Latent/Ground 


heat flux 
Precip w/ Convective 


Pressure/Roughness/PBL 


height 
Momentum flux/Gravity 


wave stress 
Total/High/Mid/Low cloud 


cover % 
Cloud base/top/ 


temperature 
Snow fall/depth/melt 


Surface albedo 
Runoff/Soil moisture & 


temps 
2-m T/q, 10-m U/V 


ECPC 
SFM 


No times missing X by Y: 144 by 73 


Lon/Lat: 2.5 by 2.5 
Levels: 17 pressure levels 


CEOP_ECPCSFM_GRID_RAW: 


    ECPCSFM6_pgb_ft00_MUL 
        (analysis) 


T, U/V, RH/q, ω, Φ, η (17 


levels) 
Precipitable water (column) 


MSC No times missing X by Y: 800 by 600 
Lon/Lat: 0.45 by 0.3 


Levels: 1 surface level & 
           4 upper-air levels 


    (upper-air only 12-hourly) 


CEOP_MSC_GRID_RAW: 
    CEOP_MSC_GRID_RAW_xxxx 


        (xxxx = variable name) 


T, U/V, q, Φ (4 levels) 
TOA/surface LW/SW ↑/↓ 


radiation 
Sensible/Latent/Ground 


heat flux 


Precip/Pressure 
1.5-m T/q, 10-m U/V 


Total cloud cover % 
(column) 


Precipitable & Cloud water 
(column) 


Snow depth/SWE 
Surface albedo 


Runoff/Soil moisture 


CPTEC 35 times missing: 
   (by month) 


2002: 0, 1, 0 
2003: 1, 1, 1, 0, 14, 


2, 1, 0, 1, 0, 0, 3 
2004: 0, 0, 0, 1, 4, 0, 


0, 0, 1, 0, 4, 0 


X by Y: 384 by 192 
Lon/Lat: 0.9375 by ~0.9375 


Levels: 15 pressure levels 


CEOP_MSC_GRID_RAW: 
CPTEC_GR_gposnmc_fct_12_MUL 


CPTEC_GR_gposnmc_fct_18_MUL 
CPTEC_GR_gposnmc_fct_24_MUL 


CPTEC_GR_gposnmc_fct_30_MUL 
 


T, U/V, q, ω, Φ, diverg. (15 
levels) 


TOA/surface LW/SW ↑/↓ 


radiation 


   (no TOA SW↓, however) 


Sensible/Latent heat flux 
Precip/Pressure/Roughness 


Runoff/Soil moisture 
2-m T/RH, 10-m U/V 


Total cloud cover % 
(column) 


Precipitable water (column) 


 







JMA 
 
Experiment name at MPI:  CEOP_JMA_GRID_RAW 
 
Dataset name at MPI:   CEOP_JMA_GRID_1 
Spatial resolution:   288x145 (1.25 lon. X 1.25 lat.) 
Vertical resolution:   22 pressure levels 
Temporal resolution:   6-hourly (3292 total files) 
Missing data:    None 
Key variables:    T, U/V, ω, Φ (22 levels) 


Cloud liquid water (12 levels) 
Total cloud cover % (column) 
2-m T, 10-m U/V 


 
Dataset name at MPI:   CEOP_JMA_GRID_2 
Spatial resolution:   640x320 (0.5625 lon. X ~0.5625 lat.) 
Vertical resolution:   1 surface level 
Temporal resolution:   6-hourly (3292 total files) 
Missing data:    None 
Key variables:    TOA/surface LW/SW ↑/↓ radiation 


Sensible/Latent heat flux 
Precipitation/Pressure/Roughness/TKE 
Momentum & Water Vapor flux 
Land/Sea/Ice Mask, Deep soil T 


 
Dataset name at MPI:   CEOP_JMA_GRID_3 
Spatial resolution:   320x160 (1.125 lon. X ~1.125 lat.) 
Vertical resolution:   40 eta model levels 
Temporal resolution:   6-hourly (3292 total files) 
Missing data:    None 
Key variables:    T, U/V, P, q (40 levels) 


Local time tendency of T (40 levels) 
 
Pull binary data from grib:  ~/CEOP/JMA/pull_grid1.bash 
     ~/CEOP/JMA/pull_grid2.bash 
     ~/CEOP/JMA/pull_grid3.bash 
Re-grid 6-hourly binary:  ~/CEOP/JMA/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 
 


UKMO 
 
Experiment name at MPI:  CEOP_UKMO_GRID_RAW 
 
Dataset name at MPI:   CEOP_UKMO_GRID_DA_all_2D 







Spatial resolution:   288x145 (1.25 lon. X 1.25 lat.) 
Vertical resolution:   1 surface level 
Temporal resolution:   6-hourly (3014 total files) 
Missing data:    278 times missing (by month): 


2002: 4, 3, 70 
2003: 27, 5, 4, 2, 10, 26, 4, 24, 8, 9, 11, 1 
2004: 5, 5, 5, 0, 4, 9, 5, 9, 9, 4, 9, 8 


Key variables:    TOA/surface LW/SW ↑/↓ radiation 
Sensible/Latent heat flux 
Precip w/ Convective/Large-scale 
Pressure/Roughness/PBL height 
Total/High/Mid/Low cloud cover % 
Convective cloud base/top 
Snow fall/depth/melt 
Runoff/Soil moisture 
2-m T/q, 10-m U/V 


 
Dataset name at MPI:   CEOP_UKMO_GRID_DA_all_3D 
Spatial resolution:   288x145 (1.25 lon. X 1.25 lat.) 
Vertical resolution:   18 pressure levels 
Temporal resolution:   6-hourly (3014 total files) 
Missing data:    278 times missing (by month): 


2002: 4, 3, 70 
2003: 27, 5, 4, 2, 10, 26, 4, 24, 8, 9, 11, 1 
2004: 5, 5, 5, 0, 4, 9, 5, 9, 9, 4, 9, 8 


Key variables:    T, U/V, RH, Φ (18 levels) 
KE/Enthalpy (18 levels) 
 
Pull binary data from grib:  ~/CEOP/UKMO/pull_da2d.bash 
     ~/CEOP/UKMO/pull_da3d.bash 
Re-grid 6-hourly binary:  ~/CEOP/UKMO/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 
 


BMRC 
 
Experiment name:   CEOP_BMRC_GRID 
 (obtained directly from BMRC) 
 
Dataset names:   N/A 
Spatial resolution:   480x240 (0.75 lon. X ~0.75 lat.) 
Vertical resolution:   15 pressure levels & 1 surface level 
Temporal resolution:   6-hourly (3290 total files) 
Missing data:    2 time missing: 12Z2003Dec12 & 18Z2003Dec12 
Key variables:    T, U/V, ω, Φ (15 levels) 







Surface LW/SW ↑/↓ radiation 
Sensible/Latent heat flux 
Precip/Pressure 
Precipitable water 
Snow depth 
Surface albedo 
Soil moisture & temp 
2-m T/q, 10-m U/V 


 
Pull binary data from grib:  ~/CEOP/BMRC/pull_grid.bash 
Re-grid 6-hourly binary:  ~/CEOP/BMRC/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 
 


NCEP 
 
Experiment name at MPI:  CEOP_NCEP_GRID_RAW 
 
Dataset names at MPI:  NCEP_GR_FORC_06__00H 


NCEP_GR_FORC_06__06H 
NCEP_GR_FORC_06__12H 
NCEP_GR_FORC_06__18H 


Spatial resolution:   360x181 (1.0 lon. X 1.0 lat.) 
Vertical resolution:   26 pressure levels & 1 surface level 
Temporal resolution:   6-hourly (3291 total files) 
Missing data:    1 time missing: 12Z2003Aug26 
Key variables:    T, U/V, Φ (26 levels) 


Cloud water, RH, ω (21 levels) 
TOA/surface LW/SW ↑/↓ radiation (no TOA SW↓, however) 
Sensible/Latent/Ground heat flux 
Precip/Pressure/PBL height 
Total cloud cover % (column) 
Precipitable & Cloud water (column) 
Snow depth 
Surface albedo 
Runoff/Soil moisture & temps 
2-m T/q, 10-m U/V 


 
Pull binary data from grib:  ~/CEOP/NCEP/pull_grid.bash 
Re-grid 6-hourly binary:  ~/CEOP/NCEP/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 







 


ECPC RII 
 
Experiment name at MPI:  CEOP_ECPCRII_GRID_RAW 
 
Dataset names at MPI:  ECPCRII6_flx_ft00_MUL (analysis) 


ECPCRII6_flx_ft03_MUL (00-03 hour forecast average) 
ECPCRII6_flx_ft06_MUL (03-06 hour forecast average) 


Spatial resolution:   192x94 (1.875 lon. X ~1.915 lat.) 
Vertical resolution:   1 surface level 
Temporal resolution:   6-hourly, with forecast data 3-hourly (3292 total files) 
Missing data:    None 
Key variables:    TOA/surface LW/SW ↑/↓ radiation 


Sensible/Latent/Ground heat flux 
Precip w/ Convective 
Pressure/Roughness/PBL height 
Momentum flux/Gravity wave stress 
Total/High/Mid/Low cloud cover % 
Cloud base/top/temperature/CWF 
Snow fall/depth/melt 
Surface albedo 
Runoff/Soil moisture & temps 
2-m T/q, 10-m U/V 


 
Dataset names at MPI:  ECPCRII6_pgb_ft00_MUL (analysis) 
Spatial resolution:   144x73 (2.5 lon. X 2.5 lat.) 
Vertical resolution:   17 pressure levels 
Temporal resolution:   6-hourly, with forecast data 3-hourly (3292 total files) 
Missing data:    None 
Key variables:    T, U/V, RH/q, ω, Φ, h (17 levels) 


Precipitable water/RH (column) 
Lifted index 
Max wind level T, U/V, Pressure 
Tropopause T, U/V, Pressure, Shear 


 
Pull binary data from grib:  1) ~/CEOP/ECPC-RII/pull_analysis.bash 
     2) ~/CEOP/ECPC-RII/pull_6hourly.bash 
     3) ~/CEOP/ECPC-RII/combine_3hourly.gs 
Re-grid 6-hourly binary:  ~/CEOP/ECPC-RII/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 
 


ECPC SFM 
 
Experiment name at MPI:  CEOP_ECPCSFM_GRID_RAW 







 
Dataset names at MPI:  ECPCSFM6_flx_ft00_MUL (analysis) 


ECPCSFM6_flx_ft03_MUL (00-03 hour forecast average) 
ECPCSFM6_flx_ft06_MUL (03-06 hour forecast average) 


Spatial resolution:   192x94 (1.875 lon. X ~1.915 lat.) 
Vertical resolution:   1 surface level (with 3 soil moisture/temperature levels) 
Temporal resolution:   6-hourly, with forecast data 3-hourly (3292 total files) 
Missing data:    2 times missing: 12Z2003Aug22 & 12Z2003Aug25 
Key variables:    TOA/surface LW/SW ↑/↓ radiation 


Sensible/Latent/Ground heat flux 
Precip w/ Convective 
Pressure/Roughness/PBL height 
Momentum flux/Gravity wave stress 
Total/High/Mid/Low cloud cover % 
Cloud base/top/temperature/CWF 
Snow fall/depth/melt 
Surface albedo 
Runoff/Soil moisture & temps 
2-m T/q, 10-m U/V 


 
Dataset names at MPI:  ECPCSFM6_pgb_ft00_MUL (analysis) 
Spatial resolution:   144x73 (2.5 lon. X 2.5 lat.) 
Vertical resolution:   17 pressure levels 
Temporal resolution:   6-hourly, with forecast data 3-hourly (3292 total files) 
Missing data:    None 
Key variables:    T, U/V, RH/q, ω, Φ, h (17 levels) 


Precipitable water/RH (column) 
 
Pull binary data from grib:  1) ~/CEOP/ECPC-SFM/pull_analysis.bash 
     2) ~/CEOP/ECPC-SFM/pull_6hourly.bash 
     3) ~/CEOP/ECPC-SFM/combine_3hourly.gs 
Re-grid 6-hourly binary:  ~/CEOP/ECPC-SFM/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 
 


MSC 
 
Experiment name at MPI:  CEOP_MSC_GRID_RAW 
 
Dataset names at MPI:  CEOP_MSC_GRID_RAW_xxxx 


(xxxx = variable name) 
Spatial resolution:   800x600 (0.45 lon. X 0.3 lat.) 
Vertical resolution:   1 surface level (with 4 upper-air levels used) 
Temporal resolution:   24-hourly, with forecast data 3-hourly (823 total files) 


Upper-air forecast data 12-hourly only 







Missing data:    2 times missing: 00Z2002Oct01 & 06Z2002Oct01 
Key variables:    T, U/V, q, Φ (4 levels) 


TOA/surface LW/SW ↑/↓ radiation 
Sensible/Latent/Ground heat flux 
Precip/Pressure 
1.5-m T/q, 10-m U/V 
Total cloud cover % (column) 
Precipitable & Cloud water (column) 
Snow depth/SWE 
Surface albedo 
Runoff/Soil moisture 


 
Pull binary data from grib:  1) ~/CEOP/MSC/pull_analysis.bash 
     2) ~/CEOP/MSC/pull_3hourly.bash 
Re-grid 6-hourly binary:  ~/CEOP/MSC/mma_regrid.gs 
Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
 
 


CPTEC 
 
Experiment name at MPI:  CEOP_CPTEC_GRID_RAW 
 
Dataset names at MPI:  CPTEC_GR_gposnmc_fct_12_MUL 


CPTEC_GR_gposnmc_fct_18_MUL 
CPTEC_GR_gposnmc_fct_24_MUL 
CPTEC_GR_gposnmc_fct_30_MUL 


Spatial resolution:   384x192 (0.9375 lon. X ~0.9375 lat.) 
Vertical resolution:   15 pressure levels & 1 surface level 
Temporal resolution:   6-hourly, with forecast data from 12- to 30-hourly (3293 total files) 
Missing data:    35 times missing (by month): 


2002: 0, 1, 0 
2003: 1, 1, 1, 0, 14, 2, 1, 0, 1, 0, 0, 3 
2004: 0, 0, 0, 1, 4, 0, 0, 0, 1, 0, 4, 0 


Key variables:    T, U/V, q, ω, Φ, diverg. (15 levels) 
TOA/surface LW/SW ↑/↓ radiation 
   (no TOA SW↓, however) 
Sensible/Latent heat flux 
Precip/Pressure/Roughness 
Runoff/Soil moisture 
2-m T/RH, 10-m U/V 
Total cloud cover % (column) 
Precipitable water (column) 


 
Pull binary data from grib:  ~/CEOP/CPTEC/pull_grid.bash 
Re-grid 6-hourly binary:  ~/CEOP/CPTEC/mma_regrid.gs 







Daily average creation:  ~/CEOP/MAC/daily_average.gs 
Daily average description:  “lats4d” average of 00Z, 06Z, 12Z, and 18Z times 
Monthly average creation:  ~/CEOP/MAC/monthly_average.gs 
Monthly average description:  “lats4d” average of 00Z (day 1) to 18Z (last day of month) 
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7.  Acronyms 


 
 






_1271240185.xls
Variable list

		48 variables included in multi-model ensemble						Centers

		CF Name		Description		Units		BMRC		CPTEC		ECPCRII		ECPCSFM		JMA		MSC		NCEP		UKMO		Total Centers

		surface_air_pressure		Surface Pressure		Pa		1		1		1		1		1		1		1		1		8

		air_pressure_at_sea_level		Mean Sea Level Pressure		Pa		1				1		1								1		4

		air_temperature		Surface Air Temperature		K		1		1		1		1		1		1		1		1		8

		surface_temperature		Surface Skin Temperature		K		1		1		1		1						1		1		6

		specific_humidity		Surface Air Moisture		kg kg-1		1		1		1		1		1		1		1		1		8

		eastward_wind		Surface Eastward Wind		m s-1		1		1		1		1		1		1		1		1		8

		northward_wind		Surface Northward Wind		m s-1		1		1		1		1		1		1		1		1		8

		precipitation_flux		Precipitation		kg m-2 s-1		1		1		1		1		1		1		1		1		8

		convective_precipitation_flux		Convective Precipitation		kg m-2 s-1						1		1								1		3

		surface_runoff_amount		Surface Runoff		kg m-2				1		1		1				1		1		1		6

		surface_snow_amount		Liquid equivalent snow depth		kg m-2		1				1		1				1		1				5

		surface_upward_latent_heat_flux		Latent Heat Flux		W m-2		1		1		1		1		1		1		1		1		8

		surface_upward_sensible_heat_flux		Sensible Heat Flux		W m-2		1		1		1		1		1		1		1		1		8

		surface_downwelling_shortwave_flux_in_air		Surface Incoming Shortwave		W m-2		1		1		1		1		1		1		1		1		8

		surface_downwelling_longwave_flux_in_air		Surface Incoming Longwave		W m-2		1		1		1		1		1		1		1		1		8

		surface_upwelling_shortwave_flux_in_air		Surface Reflected Shortwave		W m-2		1		1		1		1		1		1		1		1		8

		surface_upwelling_longwave_flux_in_air		Surface Outgoing Longwave		W m-2		1		1		1		1		1		1		1		1		8

		toa_outgoing_longwave_flux		TOA Longwave Outgoing		W m-2				1		1		1		1		1		1		1		7

		toa_incoming_shortwave_flux		TOA Shortwave Incoming		W m-2						1		1		1		1				1		5

		toa_outgoing_shortwave_flux		TOA Shortwave Outgoing		W m-2				1		1		1		1		1		1		1		7

		cloud_area_fraction		Total Cloud Cover		(0-1)				1		1		1		1		1		1		1		7

		atmosphere_water_vapor_content		Total Column Water Vapor		kg m-2		1		1		1		1				1		1				6

		atmosphere_cloud_condensed_water_content		Total Column Condensed Water		kg m-2										1		1		1				3

		specific_humidity		Q850		kg kg-1		1		1		1		1				1		1		1		7

		air_temperature		T850		K		1		1		1		1		1		1		1		1		8

		eastward_wind		U850		m s-1		1		1		1		1		1		1		1		1		8

		northward_wind		V850		m s-1		1		1		1		1		1		1		1		1		8

		geopotential_height		H850		m		1		1		1		1		1		1		1		1		8

		specific_humidity		Q700		kg kg-1		1		1		1		1				1		1		1		7

		air_temperature		T700		K		1		1		1		1		1		1		1		1		8

		eastward_wind		U700		m s-1		1		1		1		1		1		1		1		1		8

		northward_wind		V700		m s-1		1		1		1		1		1		1		1		1		8

		geopotential_height		H700		m		1		1		1		1		1		1		1		1		8

		specific_humidity		Q500		kg kg-1		1		1		1		1				1		1		1		7

		air_temperature		T500		K		1		1		1		1		1		1		1		1		8

		eastward_wind		U500		m s-1		1		1		1		1		1		1		1		1		8

		northward_wind		V500		m s-1		1		1		1		1		1		1		1		1		8

		geopotential_height		H500		m		1		1		1		1		1		1		1		1		8

		specific_humidity		Q300		kg kg-1		1		1		1		1				1		1		1		7

		air_temperature		T300		K		1		1		1		1		1		1		1		1		8

		eastward_wind		U300		m s-1		1		1		1		1		1		1		1		1		8

		northward_wind		V300		m s-1		1		1		1		1		1		1		1		1		8

		geopotential_height		H300		m		1		1		1		1		1		1		1		1		8

		specific_humidity		Q200		kg kg-1		1		1		1		1						1		1		6

		air_temperature		T200		K		1		1		1		1		1				1		1		7

		eastward_wind		U200		m s-1		1		1		1		1		1				1		1		7

		northward_wind		V200		m s-1		1		1		1		1		1				1		1		7

		geopotential_height		H200		m		1		1		1		1		1				1		1		7

		Total Variables						41		43		47		47		37		40		45		45

		Not included in multi-model ensemble:

		subsurface_runoff_amount		Sub-Surface Runoff		kg m-2						1		1										(not enough models)

		surface_snow_thickness		Snow Depth		m												1				1		(not enough models)

		surface_snow_area_fraction		Snow Fraction		(0-1)												1						(not enough models)

		moisture_content_of_soil_layer		Soil Moisture Content		kg m-2		1				1		1				1		1		1		(models too different)

		cloud_area_fraction_high		High Cloud Cover		(0-1)		1				1		1								1		(models too different)

		cloud_area_fraction_middle		Middle Cloud Cover		(0-1)		1				1		1								1		(models too different)

		cloud_area_fraction_low		Low Cloud Cover		(0-1)		1				1		1								1		(models too different)

		surface_downward_eastward_stress		Surface Stress Eastward		Pa																1		(not enough models)

		surface_downward_northward_stress		Surface Stress Northward		Pa																1		(not enough models)

		atmosphere_eastward_stress_due_to_gravity_wave_drag		Gravity Wave Stress Eastward		Pa						1		1										(not enough models)

		atmosphere_northward_stress_due_to_gravity_wave_drag		Gravity Wave Stress Northward		Pa						1		1										(not enough models)





Variable names

		48 variables included in multi-model ensemble						Centers

		CF Name		Description		Units		BMRC		CPTEC		ECPCRII		ECPCSFM		JMA		MSC		NCEP		UKMO

		surface_air_pressure		Surface Pressure		Pa		SURFPsfc		PRESsfc		PRESsfc		PRESsfc		PRESsfc		SURFPsfc		PRESsfc		SURFPsfc

		air_pressure_at_sea_level		Mean Sea Level Pressure		Pa		MSLPsfc				PRMSLmsl		PRESmsl								PRMSLmsl

		air_temperature		Surface Air Temperature		K		TMP2m		TMP2m		TMP2m		TMP2m		TMP2m		TTSUsfc		TMP2m		LOWT2m

		surface_temperature		Surface Skin Temperature		K		SURFTsfc		SURFTsfc		TMPsfc		TMPsfc						TMPsfc		SURFTsfc

		specific_humidity		Surface Air Moisture		kg kg-1		SPFH2m		RH2m		SPFH2m		SPFH2m		SPFHhbl		HUSUsfc		SPFH2m		LOWSH2m

		eastward_wind		Surface Eastward Wind		m s-1		UGRD10m		UGRD10m		UGRD10m		UGRD10m		UGRD10m		UUSUsfc		UGRD10m		TENUS10m

		northward_wind		Surface Northward Wind		m s-1		VGRD10m		VGRD10m		VGRD10m		VGRD10m		VGRD10m		VVSUsfc		VGRD10m		TENVS10m

		precipitation_flux		Precipitation		kg m-2 s-1		APCPsfc		APCPsfc		PRATEsfc		PRATEsfc		PRATEsfc		PRsfc		PRATEsfc		APCPsfc

		convective_precipitation_flux		Convective Precipitation		kg m-2 s-1						CPRATsfc		CPRATsfc								ACPCPsfc

		surface_runoff_amount		Surface Runoff		kg m-2				WATRsfc		WATRsfc		WATRsfc				N0sfc		WATRsfc		WATRsfc

		surface_snow_amount		Liquid equivalent snow depth		kg m-2		SNODsfc				WEASDsfc		WEASDsfc				I5sfc		WEASDsfc

		surface_upward_latent_heat_flux		Latent Heat Flux		W m-2		LHTFLsfc		LHTFLsfc		LHTFLsfc		LHTFLsfc		LHTFLsfc		AVsfc		LHTFLsfc		LHTFLsfc

		surface_upward_sensible_heat_flux		Sensible Heat Flux		W m-2		SHTFLsfc		SHTFLsfc		SHTFLsfc		SHTFLsfc		SHTFLsfc		AHsfc		SHTFLsfc		SHTFLsfc

		surface_downwelling_shortwave_flux_in_air		Surface Incoming Shortwave		W m-2		DSWRFsfc		DSWRFsfc		DSWRFsfc		DSWRFsfc		DSWRFsfc		N4sfc		DSWRFsfc		TDSWSsfc

		surface_downwelling_longwave_flux_in_air		Surface Incoming Longwave		W m-2		DLWRFsfc		DLWRFsfc		DLWRFsfc		DLWRFsfc		DLWRFsfc		ADsfc		DLWRFsfc		TDLWSsfc

		surface_upwelling_shortwave_flux_in_air		Surface Reflected Shortwave		W m-2		USWRFsfc		USWRFsfc		USWRFsfc		USWRFsfc		USWRFsfc		N4sfc-ASsfc		USWRFsfc		TUSWSsfc

		surface_upwelling_longwave_flux_in_air		Surface Outgoing Longwave		W m-2		ULWRFsfc		ULWRFsfc		ULWRFsfc		ULWRFsfc		ULWRFsfc		ADsfc-AIsfc		ULWRFsfc		TULWSsfc

		toa_outgoing_longwave_flux		TOA Longwave Outgoing		W m-2				ULWRFtoa		ULWRFtoa		ULWRFtoa		ULWRFtoa		ARsfc		ULWRFtoa		TULWTtoa

		toa_incoming_shortwave_flux		TOA Shortwave Incoming		W m-2						DSWRFtoa		DSWRFtoa		DSWRFtoa		ABsfc				TDSWTtoa

		toa_outgoing_shortwave_flux		TOA Shortwave Outgoing		W m-2				USWRFtoa		USWRFtoa		USWRFtoa		USWRFtoa		AUsfc		USWRFtoa		TUSWTtoa

		cloud_area_fraction		Total Cloud Cover		(0-1)				TCDCclm		TCDCclm		TCDCclm		TCDCsfc		TCDCsfc		TCDCclm		TCDCsfc

		atmosphere_water_vapor_content		Total Column Water Vapor		kg m-2		PWATclm		PWATclm		PWATclm		PWATclm				IHsfc		PWATclm

		atmosphere_cloud_condensed_water_content		Total Column Condensed Water		kg m-2										CWATprs		IEsfc		CWATclm

		specific_humidity		Q850		kg kg-1		SPFHprs		SPFHprs		SPFHprs		SPFHprs				SPFHprs		RHprs		RHprs

		air_temperature		T850		K		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs

		eastward_wind		U850		m s-1		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs

		northward_wind		V850		m s-1		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs

		geopotential_height		H850		m		HGTprs		HGTprs		HGTprs		HGTprs		GPprs		HGTprs		HGTprs		GPprs

		specific_humidity		Q700		kg kg-1		SPFHprs		SPFHprs		SPFHprs		SPFHprs				SPFHprs		RHprs		RHprs

		air_temperature		T700		K		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs

		eastward_wind		U700		m s-1		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs

		northward_wind		V700		m s-1		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs

		geopotential_height		H700		m		HGTprs		HGTprs		HGTprs		HGTprs		GPprs		HGTprs		HGTprs		GPprs

		specific_humidity		Q500		kg kg-1		SPFHprs		SPFHprs		SPFHprs		SPFHprs				SPFHprs		RHprs		RHprs

		air_temperature		T500		K		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs

		eastward_wind		U500		m s-1		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs

		northward_wind		V500		m s-1		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs

		geopotential_height		H500		m		HGTprs		HGTprs		HGTprs		HGTprs		GPprs		HGTprs		HGTprs		GPprs

		specific_humidity		Q300		kg kg-1		SPFHprs		SPFHprs		SPFHprs		SPFHprs				SPFHprs		RHprs		RHprs

		air_temperature		T300		K		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs

		eastward_wind		U300		m s-1		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs

		northward_wind		V300		m s-1		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs

		geopotential_height		H300		m		HGTprs		HGTprs		HGTprs		HGTprs		GPprs		HGTprs		HGTprs		GPprs

		specific_humidity		Q200		kg kg-1		SPFHprs		SPFHprs		SPFHprs		SPFHprs						RHprs		RHprs

		air_temperature		T200		K		TMPprs		TMPprs		TMPprs		TMPprs		TMPprs				TMPprs		TMPprs

		eastward_wind		U200		m s-1		UGRDprs		UGRDprs		UGRDprs		UGRDprs		UGRDprs				UGRDprs		UGRDprs

		northward_wind		V200		m s-1		VGRDprs		VGRDprs		VGRDprs		VGRDprs		VGRDprs				VGRDprs		VGRDprs

		geopotential_height		H200		m		HGTprs		HGTprs		HGTprs		HGTprs		GPprs				HGTprs		GPprs

		CEOP_BMRC_GRID.ctl

		(data directly from BMRC)

		CPTEC_GR_gposnmc_fct_nn

		nn = [12,18,24,30]

		ECPCRII6_flx_ft03_MUL &

		ECPCRII6_flx_ft06_MUL

		ECPCRII6_pgb_ft00_MUL

		ECPCSFM6_flx_ft03_MUL &

		ECPCSFM6_flx_ft06_MUL

		ECPCSFM6_pgb_ft00_MUL

		CEOP_JMA_GRID_1

		CEOP_JMA_GRID_2

		CEOP_JMA_GRID_3

		CEOP_MSC_GRID_RAW

		NCEP_GR_ANALYSIS_nnH

		nn = [00,06,12,18]

		NCEP_GR_FORC_06__nnH

		nn = [00,06,12,18]

		CEOP_UKMO_GRID_DA_all_2D

		CEOP_UKMO_GRID_DA_all_3D





Variable time

		48 variables included in multi-model ensemble						Centers

		CF Name		Description		Units		BMRC		CPTEC		ECPCRII		ECPCSFM		JMA		MSC		NCEP		UKMO

		surface_air_pressure		Surface Pressure		Pa		analysis		12hr fcst+		6hr fcst		6hr fcst		analysis		anl/6hr fcst+		analysis		analysis

		air_pressure_at_sea_level		Mean Sea Level Pressure		Pa		analysis				analysis		analysis								analysis

		air_temperature		Surface Air Temperature		K		analysis		12hr fcst+		6hr fcst		6hr fcst		analysis		anl/6hr fcst+		6hr fcst		analysis

		surface_temperature		Surface Skin Temperature		K		analysis		12hr fcst+		6hr fcst		6hr fcst						6hr fcst		analysis

		specific_humidity		Surface Air Moisture		kg kg-1		analysis		12hr fcst+		6hr fcst		6hr fcst		analysis		anl/6hr fcst+		6hr fcst		analysis

		eastward_wind		Surface Eastward Wind		m s-1		analysis		12hr fcst+		6hr fcst		6hr fcst		analysis		anl/6hr fcst+		6hr fcst		analysis

		northward_wind		Surface Northward Wind		m s-1		analysis		12hr fcst+		6hr fcst		6hr fcst		analysis		anl/6hr fcst+		6hr fcst		analysis

		precipitation_flux		Precipitation		kg m-2 s-1		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		6hr fcst		3hr fcst+		0-6hr ave		0-6hr acc

		convective_precipitation_flux		Convective Precipitation		kg m-2 s-1						0-6hr ave		0-6hr ave								0-6hr acc

		surface_runoff_amount		Surface Runoff		kg m-2				12hr fcst+		0-6hr ave		0-6hr ave				3hr fcst+		0-6hr acc		0-6hr acc

		surface_snow_amount		Liquid equivalent snow depth		kg m-2		analysis				6hr fcst		6hr fcst				anl/6hr fcst+		6hr fcst

		surface_upward_latent_heat_flux		Latent Heat Flux		W m-2		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		surface_upward_sensible_heat_flux		Sensible Heat Flux		W m-2		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		surface_downwelling_shortwave_flux_in_air		Surface Incoming Shortwave		W m-2		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		surface_downwelling_longwave_flux_in_air		Surface Incoming Longwave		W m-2		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		surface_upwelling_shortwave_flux_in_air		Surface Reflected Shortwave		W m-2		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		surface_upwelling_longwave_flux_in_air		Surface Outgoing Longwave		W m-2		0-6hr ave		12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		toa_outgoing_longwave_flux		TOA Longwave Outgoing		W m-2				12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		toa_incoming_shortwave_flux		TOA Shortwave Incoming		W m-2						0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+				0-6hr ave

		toa_outgoing_shortwave_flux		TOA Shortwave Outgoing		W m-2				12hr fcst+		0-6hr ave		0-6hr ave		0-6hr ave		3hr fcst+		0-6hr ave		0-6hr ave

		cloud_area_fraction		Total Cloud Cover		(0-1)				12hr fcst+		0-1hr ave		0-1hr ave		analysis		anl/6hr fcst+		0-6hr ave		analysis

		atmosphere_water_vapor_content		Total Column Water Vapor		kg m-2		analysis		12hr fcst+		6hr fcst		6hr fcst				anl/6hr fcst+		analysis

		atmosphere_cloud_condensed_water_content		Total Column Condensed Water		kg m-2										analysis		anl/6hr fcst+		analysis

		specific_humidity		Q850		kg kg-1		analysis		12hr fcst+		analysis		analysis				anl/12hr fcst		analysis		analysis

		air_temperature		T850		K		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		eastward_wind		U850		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		northward_wind		V850		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		geopotential_height		H850		m		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		specific_humidity		Q700		kg kg-1		analysis		12hr fcst+		analysis		analysis				anl/12hr fcst		analysis		analysis

		air_temperature		T700		K		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		eastward_wind		U700		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		northward_wind		V700		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		geopotential_height		H700		m		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		specific_humidity		Q500		kg kg-1		analysis		12hr fcst+		analysis		analysis				anl/12hr fcst		analysis		analysis

		air_temperature		T500		K		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		eastward_wind		U500		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		northward_wind		V500		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		geopotential_height		H500		m		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		specific_humidity		Q300		kg kg-1		analysis		12hr fcst+		analysis		analysis				anl/12hr fcst		analysis		analysis

		air_temperature		T300		K		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		eastward_wind		U300		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		northward_wind		V300		m s-1		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		geopotential_height		H300		m		analysis		12hr fcst+		analysis		analysis		analysis		anl/12hr fcst		analysis		analysis

		specific_humidity		Q200		kg kg-1		analysis		12hr fcst+		analysis		analysis						analysis		analysis

		air_temperature		T200		K		analysis		12hr fcst+		analysis		analysis		analysis				analysis		analysis

		eastward_wind		U200		m s-1		analysis		12hr fcst+		analysis		analysis		analysis				analysis		analysis

		northward_wind		V200		m s-1		analysis		12hr fcst+		analysis		analysis		analysis				analysis		analysis

		geopotential_height		H200		m		analysis		12hr fcst+		analysis		analysis		analysis				analysis		analysis

		Only analysis is available

		00Z=12hr fcst; 06Z=18hr fcst

		12Z=24hr fcst; 18Z=30hr fcst

		1hr and 3hr fcst also available

		average of 0-3hr ave and 3-6hr ave

		0-1hr ave also available

		Only analysis is available

		6hr fcst also available

		Only 6hr fcst is available

		Only 0-6hr ave is available

		12Z=analysis; 00Z=12hr fcst

		06Z and 18Z not available

		24hr fcst and 36hr fcst also available

		12Z=average of 3hr fcst and 6hr fcst

		18Z=average of 9hr fcst and 12hr fcst

		00Z=average of 15hr fcst and 18hr fcst

		06Z=average of 21hr fcst and 24hr fcst

		Analysis also available

		27hr, 30hr, 33hr, and 36hr also available

		12Z=analysis; 18Z=6hr fcst

		00Z=12hr fcst; 06Z=18hr fcst

		3hr, 9hr, 15hr, 21hr, and 24hr also available

		27hr, 30hr, 33hr, and 36hr also available

		Only 0-6hr acc is available

		3hr fcst and 6hr fcst also available

		0-3hr acc and 3-6hr acc also available

		0-3hr ave and 3-6hr ave also available





Special info

		48 variables included in multi-model ensemble						Centers

		CF Name		Description		Units		BMRC		CPTEC		ECPCRII		ECPCSFM		JMA		MSC		NCEP		UKMO

		surface_air_pressure		Surface Pressure		Pa												or name=P0

		air_pressure_at_sea_level		Mean Sea Level Pressure		Pa

		air_temperature		Surface Air Temperature		K				surface absolute temperature								1.5m				Variable description='2 m 1.5m'

		surface_temperature		Surface Skin Temperature		K				surface temperature

		specific_humidity		Surface Air Moisture		kg kg-1				RH not Q; height not specified						lowest model level; NOT 2m		1.5m				Variable description='2 m 1.5m'

		eastward_wind		Surface Eastward Wind		m s-1				height not specified

		northward_wind		Surface Northward Wind		m s-1				height not specified

		precipitation_flux		Precipitation		kg m-2 s-1						AVE(0-3hr ave & 3-6hr ave)										UNITS=kg/m-2 over 3 hours

		convective_precipitation_flux		Convective Precipitation		kg m-2 s-1						AVE(0-3hr ave & 3-6hr ave)										UNITS=kg/m-2 over 3 hours

		surface_runoff_amount		Surface Runoff		kg m-2						UNITS=kg/m-2 over 3 hours

		surface_snow_amount		Liquid equivalent snow depth		kg m-2

		surface_upward_latent_heat_flux		Latent Heat Flux		W m-2						AVE(0-3hr ave & 3-6hr ave)

		surface_upward_sensible_heat_flux		Sensible Heat Flux		W m-2						AVE(0-3hr ave & 3-6hr ave)

		surface_downwelling_shortwave_flux_in_air		Surface Incoming Shortwave		W m-2						AVE(0-3hr ave & 3-6hr ave)										Appears to be 253-0hr ave; Mis-labeled in GRIB file?

		surface_downwelling_longwave_flux_in_air		Surface Incoming Longwave		W m-2						AVE(0-3hr ave & 3-6hr ave)

		surface_upwelling_shortwave_flux_in_air		Surface Reflected Shortwave		W m-2						AVE(0-3hr ave & 3-6hr ave)						Down - Absorbed

		surface_upwelling_longwave_flux_in_air		Surface Outgoing Longwave		W m-2						AVE(0-3hr ave & 3-6hr ave)						Down - Net

		toa_outgoing_longwave_flux		TOA Longwave Outgoing		W m-2				or name=NLWRT		AVE(0-3hr ave & 3-6hr ave)

		toa_incoming_shortwave_flux		TOA Shortwave Incoming		W m-2						AVE(0-3hr ave & 3-6hr ave)

		toa_outgoing_shortwave_flux		TOA Shortwave Outgoing		W m-2						AVE(0-3hr ave & 3-6hr ave)

		cloud_area_fraction		Total Cloud Cover		(0-1)						AVE(0-3hr ave & 3-6hr ave)						or name=NT

		atmosphere_water_vapor_content		Total Column Water Vapor		kg m-2

		atmosphere_cloud_condensed_water_content		Total Column Condensed Water		kg m-2										sum(CWATprs,z=1,z=12); UNITS=kg/kg

		specific_humidity		Q850		kg kg-1												analysis or 12hr fcst		RH not Q		RH not Q

		air_temperature		T850		K												analysis or 12hr fcst

		eastward_wind		U850		m s-1												analysis or 12hr fcst

		northward_wind		V850		m s-1												analysis or 12hr fcst

		geopotential_height		H850		m										GPprs/9.81; UNITS=m^2/s^2		analysis or 12hr fcst				GPprs/9.81; UNITS=m^2/s^2

		specific_humidity		Q700		kg kg-1												analysis or 12hr fcst		RH not Q		RH not Q

		air_temperature		T700		K												analysis or 12hr fcst

		eastward_wind		U700		m s-1												analysis or 12hr fcst

		northward_wind		V700		m s-1												analysis or 12hr fcst

		geopotential_height		H700		m										GPprs/9.81; UNITS=m^2/s^2		analysis or 12hr fcst				GPprs/9.81; UNITS=m^2/s^2

		specific_humidity		Q500		kg kg-1												analysis or 12hr fcst		RH not Q		RH not Q

		air_temperature		T500		K												analysis or 12hr fcst

		eastward_wind		U500		m s-1												analysis or 12hr fcst

		northward_wind		V500		m s-1												analysis or 12hr fcst

		geopotential_height		H500		m										GPprs/9.81; UNITS=m^2/s^2		analysis or 12hr fcst				GPprs/9.81; UNITS=m^2/s^2

		specific_humidity		Q300		kg kg-1												analysis or 12hr fcst		RH not Q		RH not Q

		air_temperature		T300		K												analysis or 12hr fcst

		eastward_wind		U300		m s-1												analysis or 12hr fcst

		northward_wind		V300		m s-1												analysis or 12hr fcst

		geopotential_height		H300		m										GPprs/9.81; UNITS=m^2/s^2		analysis or 12hr fcst				GPprs/9.81; UNITS=m^2/s^2

		specific_humidity		Q200		kg kg-1														RH not Q		RH not Q

		air_temperature		T200		K

		eastward_wind		U200		m s-1

		northward_wind		V200		m s-1

		geopotential_height		H200		m										GPprs/9.81; UNITS=m^2/s^2						GPprs/9.81; UNITS=m^2/s^2
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		Region/CSE		Ref site No.		Ref. Site Name		MOLTS Location

								MOLTS No.		Key Station Name		Latitude				Longitude

		CAMP		1		Eastern Siberian Tundra		1		Tiksi		71.617		N		128.750		E

				2		Eastern Siberian Taiga		2		Yakutsk		62.255		N		129.618		E

				3		Mongolia		3		Mandalgobi		45.743		N		106.264		E

								4		Ulannbaator		47.828		N		106.726		E

				4		Tongyu		5		Cropland, Grassland		44.416		N		122.867		E

				5		Tibet		6		Naqu		31.370		N		91.900		E

								7		Gaize		32.304		N		84.060		E

								8		Dali		25.700		N		100.183		E

								9		Linzhi		29.766		N		94.738		E

								10		Litang		30.000		N		100.100		E

								11		Wenjiang		30.757		N		103.876		E

				6		Himalayas		12		Pyramid		27.959		N		86.813		E

				7		Northern South China Sea - Southern Japan		13		Taipei		24.967		N		121.181		E

				8		Chao-Phraya River		14		Lampang		18.400		N		99.470		E

				9		North-East Thailand		15		Nakhonrachasima		14.466		N		102.379		E

				10		Western Pacific Ocean		16		Aimeliik		7.452		N		134.476		E

				11		Mongol Arvayheer		17		Arvayheer		46.246		N		102.798		E

				12		Mongol Nalaikh		18		Nalaikh		47.766		N		107.336		E

				13		Northern Mongolia		19		Kherlen-Bayan-Ulaan		47.213		N		108.742		E

								20		Forest site		48.352		N		108.654		E

				14		Weishan Irrigation District along the downstream of the Yellow River		21		Gaoying		36.649		N		116.054		E

				15		Central Vietnam		22		Da Nang		16.049		N		108.21		E

				16		Northeast Bangladesh		23		Sylhet		24.900		N		91.893		E

				17		Pakistan Karakorum Network		24		Urdukas		35.728		N		76.286		E

				18		Tsukuba		25		Univ. of Tsukuba		36.110		N		140.100		E

				19		Lanzhou		26		SACOL		35.946		N		104.137		E

				20		Heihe River Basin		27		Linze		39.500		N		100.000		E

				21		Western Maritime Continent		28		Kototabang		0.200		S		100.300		E

				22		Central Maritime Continent		29		Pontianak		0.000		S		109.400		E

				23		Eastern Maritime Continent		30		Biak		1.200		S		136.100		E

				24		Northern Maritime Continent		31		Manado		1.500		N		124.900		E

				25		Southern Maritime Continent		32		Serpong		6.400		S		106.700		E

		BALTEX		26		Lindenberg (Germany)		33		Lindenberg		52.170		N		14.120		E

				27		Sodankyla (Finldand)		34		Sodankyla		67.370		N		26.633		E

				28		Cabauw (The Netherlands)		35		Cabauw		51.970		N		4.930		E

		CPPA/GAPP		29		ARM/Southern Great Plains (USA)		36		ARM/SGP		36.610		N		97.490		W

				30		Fort Peck (USA)		37		Ft. Peck		48.310		N		105.100		W

				31		Bondville (USA)		38		Bondville		40.010		N		88.290		W

				32		Oak Ridge (USA)		39		Oak Ridge		35.960		N		84.290		W

		CliC		33		BERMS (MAGS), Canada		40		BERMS		53.990		N		105.120		W

				34		Alert, Nunavut, Canada		41		Alert		82.467		N		62.500		W

				35		Eureka, Nunavut, Canada		42		Eureka		79.995		N		85.813		W

		LBA		36		Rondonia		43		Rondonia		10.080		S		61.930		W

				37		Pantanal		44		Pantanal		19.560		S		57.010		W

				38		Manaus		45		Manaus		2.610		S		60.210		W

				39		Brasilia		46		Brasilia		15.930		S		47.920		W

				40		Santarem		47		Santarem		3.020		S		54.970		W

				41		Caxiuana		48		Caxiuana		1.710		S		51.510		W

		MDB		42		Tumbarumba (tower)		49		Tumbarumba		35.660		S		148.150		E

				43		Murrumbidgee (soil moisture, temperature, rainfall)		50		Murrumbidgee		35.116		S		146.375		E

		Others		44		ARM/Tropical West Pacific		51		ARM/TWP/Manus		2.060		S		147.430		E

								52		ARM/TWP/Darwin		12.430		S		130.890		E

				45		ARM/Northern Slope of Alaska		53		ARM/NSA		71.320		N		156.620		W

				46		Chilbolton, UK		54		Chilbolton		51.150		N		1.433		W

		LPB		47		Cruz Alta		55		Cruz Alta		28.6		S		53.400		W

		AMMA		48		Niamey		56		Niamey (Banizoumbou)		13.530		N		2.660		E

				49		Ouémé		57		Oueme (Djogou)		9.692		N		1.662		E

				50		Gourma		58		Gourma (Agafou)		15.300		N		1.500		W

		Asian Water Cycle Initiative MOLTS (for river basins)		no		Meghna river basin (AWCI - Bangladesh)		59		Srimangal		24.300		N		91.733		E

				no		Mekong river basin (AWCI - Cambodia)		60		Kratie		12.497		N		106.020		E

				no		Tonle Sap basin (AWCI - Cambodia)		61		Prek Kdam		11.745		N		104.838		E

				no		Mahadani river basin - including Seonath river basin (AWCI - India)		62		Rajim		20.967		N		81.867		E

								63		Raigarh		20.500		N		85.067		E

								64		Bilaspur		22.130		N		82.220		E

								65		Raipur		21.230		N		81.500		E

								66		Bolangir		20.700		N		83.500		E

								67		Jharsuguda		21.917		N		84.083		E

				no		Sebangfai river basin (AWCI - Laos)		68		Thakhek		17.385		N		104.818		E

				no		Bagmati river basin (AWCI - Nepal)		69		Hariharpur Ghadi		27.333		N		85.500		E

				no		Narayani river basin (AWCI - Nepal)		70		Kali Gandaki Angsin		27.890		N		83.800		E

				no		Gilgit river basin (AWCI - Pakistan)		71		Gupis		36.250		N		73.430		E

				no		Sawat river basin  (AWCI - Pakistan)		72		Saidu Sharif		34.720		N		72.350		E

				no		Haro river basin  (AWCI - Pakistan)		73		Lora		33.880		N		73.280		E

				no		Pampanga river basin (AWCI - Philippines)		74		Pampanga 1		14.911		N		121.165		E

								75		Pampanga 2		10.488		N		120.962		E

				no		Mahaweli river basin (AWCI - Sri Lanka)		76		Kandy		7.333		N		80.633		E

				no		Kaluganga river basin (AWCI - Sri Lanka)		77		Ratnapura		6.667		N		80.400		E

				no		Nilwalaganga river basin (AWCI - Sri Lanka)		78		Dediyagala		6.150		N		80.417		E

				no		Chirchik river basin (AWCI - Uzbekistan)		79		Pskem		41.909		N		70.367		E

				no		Akhangaran river basin (AWCI - Uzbekistan)		80		Kamchik		41.097		N		70.519		E

				no		Huong river basin (AWCI - Vietnam)		81		Kim Long		16.417		N		107.567		E

				no		Thu Bon - Vu Gia river basin (AWCI - Vietnam)		82		Cau Lau		15.862		N		108.283		E

				no		Tra Khuc - Ve river basin (AWCI - Vietnam)		83		Tra Khuc		15.133		N		108.783		E

				no		Shwegyin river basin (AWCI - Myanmar)		84		Shwegyin		17.917		N		96.867		E

				no		Soyang dam river basin (AWCI - Korea)		85		Soyang		38.050		N		128.167		E

				no		Hwachen dam river basin (AWCI - Korea)		86		Hwachen		38.130		N		127.780		E

				no		Chungju dam river basin (AWCI - Korea)		87		Chungju		37.150		N		128.200		E

				no		Jungrang  urban river basin (AWCI - Korea)		88		Jungrang		37.567		N		126.967		E

				no		Hapchen dam river basin (AWCI - Korea)		89		Hapchen		35.667		N		127.917		E

				no		Memberamo river basin (AWCI - Indonesia)		90		XXXXX		XXXXX				XXXXX

				no		Brantas river basin (AWCI - Indonesia)		91		XXXXX		XXXXX				XXXXX

				no		Kapuas river basin (AWCI - Indonesia)		92		XXXXX		XXXXX				XXXXX

		CliC		no		South Pole		93		South Pole		90.000		S		0.000		E

				no		Belgrano II		94		Belgrano II		77.860		S		34.620		W

				no		Casey		95		Casey		66.300		S		110.530		E

				no		Davis		96		Davis		68.600		S		77.970		E

				no		Dumont d'Urville		97		Dumont d'Urville		66.660		S		140.020		E

				no		Mawson		98		Mawson		67.600		S		62.870		E

				no		McMurdo		99		McMurdo		77.850		S		166.660		E

				no		O'Higgins		100		O'Higgins		63.320		S		57.900		W

				no		Rothera		101		Rothera		67.570		S		68.120		W

				no		Syowa		102		Syowa		69.000		S		39.580		E

				no		Vostok		103		Vostok		78.470		S		106.820		E

				no		Dome A		104		Dome A		80.220		S		77.320		E

				no		Dome C		105		Dome C		74.500		S		123.000		E

				no		Dome F		106		Dome F		77.120		S		123.370		E

				no		Halley		107		Halley		75.580		S		26.250		W

				no		Bellingshausen		108		Bellingshausen		62.200		S		58.900		W

				no		Esperanza		109		Esperanza		63.400		S		57.000		W

				no		Vernadsky		110		Vernadsky		65.400		S		64.400		W

				no		Marambio		111		Marambio		64.200		S		56.700		W

				no		Mirnyy		112		Mirnyy		66.500		S		93.000		E

				no		Molodezhnaya		113		Molodezhnaya		67.700		S		45.900		E

				no		Neumayer		114		Neumayer		70.700		S		8.400		W

				no		Nalaikh, Mongolia		115		Nalaikh		47.750		N		107.340		E

				no		Arvaiheer, Mongolia		116		Arvaiheer		46.270		N		102.780		E

				no		Summit Camp, Greenland		117		Summit Camp		72.600		N		38.500		W

		NEESPI		no		Mare-Sale		118		Mare-Sale		69.717		N		66.817		E

				no		Vorkuta		119		Vorkuta		67.483		N		64.017		E

				no		Igarka		120		Igarka		67.467		N		86.567		E

				no		Salehrad		121		Salehrad		66.533		N		66.533		E

				no		Verhojansk		122		Verhojansk		67.550		N		133.383		E

				no		Zhigansk		123		Zhigansk		66.767		N		123.400		E

				no		Olekminsk		124		Olekminsk		60.400		N		120.417		E

				no		Amga		125		Amga		60.900		N		131.983		E

				no		Cherskij		126		Cherskij		68.800		N		161.283		E

				no		Anadyr'		127		Anadyr'		64.783		N		177.567		E

				no		Magadan		128		Magadan		59.583		N		150.783		E

				no		Bodajbo		129		Bodajbo		57.850		N		114.200		E

				no		Cara		130		Cara		56.917		N		118.367		E

				no		Cul'man		131		Cul'man		56.833		N		124.867		E

				no		Tynda		132		Tynda		55.183		N		124.667		E

				no		Skovorodino		133		Skovorodino		54.000		N		123.967		E

				no		Chita		134		Chita		52.017		N		113.333		E

				no		Aldan		135		Aldan		58.617		N		125.367		E

				no		Zeja		136		Zeja		53.750		N		127.233		E

				no		Svobodnyj		137		Svobodnyj		51.450		N		128.117		E

				no		Moscow University Station		138		Moscow University Station		55.717		N		37.517		E

				no		Zvenigorod		139		Zvenigorod		55.600		N		36.800		E

				no		Kislovodsk High-Mountain		140		Kislovodsk High-Mountain		43.730		N		42.660		E

				no		Lovozero		141		Lovozero		67.970		N		35.020		E

				no		Issyk-Kul		142		Issyk-Kul		42.620		N		76.980		E

				no		Zotino		143		Zotino		60.800		N		89.350		E

				no		Fedorovskoe		144		Fedorovskoe		56.448		N		32.900		E

				no		Valdai		145		Valdai		57.970		N		33.230		E

				no		Podmoskovnaya		146		Podmoskovnaya		55.720		N		37.200		E

				no		Nizhnedevitsk		147		Nizhnedevitsk		51.550		N		38.380		E

				no		Kamennaya Steppe		148		Kamennaya Steppe		51.050		N		40.700		E

				no		Syktyvkar		149		Syktyvkar		61.700		N		52.280		E

				no		Hakasia		150		Hakasia		54.750		N		89.980		E

				no		Saryg-Sep (Ubs Nur)		151		Saryg-Sep (Ubs Nur)		51.480		N		95.580		E

				no		Bialystok		152		Bialystok		53.330		N		23.160		E

				no		Kolymskaya		153		Kolymskaya		61.900		N		147.420		E

		LPB		no		Cuiaba (Aeroporto)		154		Cuiaba (Aeroporto)		15.650		S		56.100		W

				no		Caravelas		155		Caravelas		17.730		S		39.250		W

				no		Uberlandia		156		Uberlandia		18.900		S		48.230		W

				no		Confis (Intnl_ Arpt)		157		Confis (Intnl_ Arpt)		19.620		S		43.570		W

				no		Belo Horizonte (Aero)		158		Belo Horizonte  (Aero)		19.850		S		43.950		W

				no		Campo Grande (Aero)		159		Campo Grande  (Aero)		20.460		S		54.660		W

				no		Marambaia		160		Marambaia		23.050		S		43.600		W

				no		Galeao		161		Galeao		22.810		S		43.250		W

				no		Londrina Airport		162		Londrina Airport		23.330		S		51.130		W

				no		Sao Paulo (Aeroporto)		163		Sao Paulo (Aeroporto)		23.610		S		46.650		W

				no		Foz Do Iguacu (Aero)		164		Foz Do Iguacu (Aero)		25.510		S		54.580		W

				no		Curitiba (Aeroporto)		165		Curitiba (Aeroporto)		25.510		S		49.160		W

				no		Florianopolis Arpt		166		Florianopolis Arpt		27.670		S		48.550		W

				no		Uruguainana/Rubem		167		Uruguainana/Rubem		29.780		S		57.030		W

				no		Porto Alegre		168		Porto Alegre		30.000		S		51.180		W

				no		La Paz/Alto		169		La Paz/Alto		16.510		S		68.180		W

				no		Asuncion/Aeropuerto		170		Asuncion/Aeropuerto		25.260		S		57.630		W

				no		Salta Aero		171		Salta Aero		24.850		S		65.480		W

				no		Resistencia Aero		172		Resistencia Aero		27.450		S		59.050		W

				no		Cordoba Aero		173		Cordoba Aero		31.320		S		64.220		W

				no		Mendoza Aero		174		Mendoza Aero		32.830		S		68.780		W

				no		Ezeiza Aero		175		Ezeiza Aero		34.810		S		58.530		W

				no		Santa Rosa Aero		176		Santa Rosa Aero		36.560		S		64.260		W

				no		Neuquen Aero		177		Neuquen Aero		38.950		S		68.130		W
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Distribution of the MOLTS points proposed for CEOP Phase 2
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