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1. 
INTRODUCTION

The Tenth Coordinated Energy and Water-Cycle Observations Project (CEOP) Model Output Teleconference took place on Tuesday 27 October 2009 at 12:30 UTC. 
The issues that were brought up and discussed on the subject conference call included: 

(i) Results from the 3rd CEOP Annual Meeting at Melbourne, Australia from 19-21 August 2009;;

(ii) Model output format conversion task
(iii) Data integration services status

(iv) Model groups activities status

(v) Center status reports 
Participants

The participants were:

Toshio Koike (CEOP Co-Chair, Tokyo, Japan)
Frank Toussaint/Hans Luthardt /Joerg Wegner (MPI, Hamburg, Germany)
Burkhardt Rockel (ICTS, Geesthacht, Germany)

Michael Ek/Sid Katz (NCEP, Maryland, USA)

Mike Bosilovich/David Mocko (GMAO, Greenbelt, Maryland, USA)

Yoshiyuki Kudo (JAXA, Tokyo, Japan)

Sam Benedict (CEOP International Coordinator, San Diego, California, USA

Hiroko Kato Beaudoing (GLDAS, Maryland, USA)

Lawrie Rikus (BoM, Melbourne, Australia)

Martin Kohler (ECMWF, Reading, UK)
Alessandro Perotto (EMC, Milan Italy)
Steve Williams (Data Management, Boulder, Colorado, USA
Sam Benedict (CEOP International Coordination Function)
Petra Koudelova (CEOP International Coordination Function)
Peter van Oevelen (Washington DC, USA, Representing GEWEX Office), Dirceu Luis Herdies (CPTEC, Cachoeira Paulista, Brazil), Paul Earnshaw (UKMO, Exeter, UK), Stephane Belair (MSC, Dorval, Canada), Hideaki Kawai (JMA, Tokyo, Japan), Satoko Miura (JAXA, Tokyo, Japan) and Yonsook Enloe (NASA, North Carolina), Hideaki Kawai (JMA, Tokyo, Japan) had advised that they could not participate.
2.
NEXT CONFERENCE CALL

The timing of the next, 11th CEOP Model Output Teleconference will be announced in accordance with a new strategy for the organization of such calls that will be developed by the end of November 2009. Benedict/Koudelova have the action (A1) to inform the group of the details of the next call nearer to the time of the call and to coordinate the origination of the call.
3.
MODEL OUTPUT DATA GROUP GENERAL ISSUES

3.1 Opening

(3.1a)
Koike introduced items of interest to the participants that came out of the Third Annual meeting of the Coordinated Energy and water cycle Observations Project (CEOP), held from 19-21 August 2009 at Melbourne, Australia. He noted that the meeting focused on how CEOP is being organized and implemented. All of the presentation material provided by the participants at the meeting, on the Internet through the CEOP Home Page at:  http://www.ceop.net.  

The more detailed science findings and progress toward its main scientific goal to: “understand and predict continental to local-scale hydroclimates for hydrologic applications”, were left for detailed presentation, review and discussion at the Sixth International Scientific Conference on the Global Energy and Water Cycle that took place from 24-28 August 2009, at Melbourne, Australia.

(3.1b)
The main actions from the meeting included:

(i) Action was assigned to the Data Management Working Group to submit a proposal with an implementation scheme and schedule for defining and organizing a CEOP 10 year dataset.  

(ii) The CEOP Co-Chairs agreed to take action to use existing material contained in the CEOP submittal to the WCRP/GEWEX Legacy document to develop a draft of the initial CEOP Synthesis Document by the end of October 2009, with submission set for early 2010.  However, this action will involve many members of the CEOP community before it is submitted for publication.

(iii) Activation of a number of small Task Teams including a Hydrologic Applications Project (HAP) Team, Land Modeling Team and a Global to Regional Scale Analysis Team.

(iv) It was agreed that CEOP would embrace some of the main tenets of Adaptation to Climate Change (ACC) and would look into ways of contributing to those in a direct manner. Some ideas related to this consensus were:

(i) Identifying Regional to local Impacts of ACC on the hydroclimate in RHP basins,   

(ii) Quantifying uncertainty by using CEOP data infrastructure,

(iii) Testing models and ACC scenarios by apply WEBS analysis techniques and

(iv) Exploiting CEOP/RHP connections to local/basin scale model Centers to assist in ACC work

(3.1c)
Koike acknowledged L. Rikus and others from the BoM team for their special efforts contributed to the meeting organization prior to and during the event.    
(3.1d) Koike reported the outcome of efforts to standardize meta-data and descriptive documentation utilized in CEOP. Efforts have been underway in CEOP and related initiatives to attempt to review standard protocols such as ISO-90115 to determine their suitability for application in CEOP or to introduce modifications to such protocols to provide for a standard to be used in CEOP for all the documentation and meta-data provided in conjunction with the data sets themselves.  The status of this effort was to be provided as part of Koike’s presentation at the 3rd Annual CEOP Meeting 19-21 August 2009 at Melbourne, Australia.  

3.2 JAXA CEOS/WGISS Test Facilities (WTF) for CEOP 
(3.2a)
 Koike pointed out that he attended the 28th CEOS WGISS meeting in Pretoria, South Africa (28 Sep – 2 Oct) and proposed a new phase of the CEOP distributed data integration system development to include further data and new capabilities onto the system. The proposal was accepted by representatives of space agencies (JAXA, NASA, NOAA) who agreed to pursue new developments of the system.


In this context, Kudo reported that their team has been allocated a budget for updating the system to include new data and functionality. To accomplish this work the team plans firstly to develop a suitable design of the new features and Kudo asked the Center representatives for their kind cooperation in this process.  Once the design has been established, the system will be populated with new data.
(3.2b)
Kudo further voiced that, during this reporting period, the system hardware has continued to run smoothly at: http://ceop.restec.or.jp/.  Five new users have registered on to the system. 
3.3 CEOP Model Output format issues 

(3.3a)
Benedict reiterated that the group had agreed upon the following items related to the Model Output format standardization across the contributing Centers and had begun to undertake the necessary actions to achieve the agreed to standards:
(i) A "standard naming convention" for the CEOP MOLTS station name 
(ii) A “standard” CEOP data file naming convention 
(iii) A comprehensive list of CEOP standard variable names 
(iv) Application of Netcdf JMA Fortran Routines
The details of the discussions on the above points that took place during several past conference calls including a special call of the Format Working Group were summarized in the Notes from the previous call and are copied in Attachment 1 below. 
It was reiterated that all participants had the action (A2) to review the outcome of the discussions as summarized under each topic to undertake to implement the agreed to approach as closely as possible.  Action A2a is for each participant to subsequently clearly document any differences in form or content between the agreed to approach and the manner in which it is finally implemented in practice at their Center/facility.
(3.3b)
A comprehensive list of CEOP standard variable names was discussed further. Rockel provided a Unified table of the MOLTS variables that included the list of all of the variables being provided by the Centers and for each of these variables it indicated number of centers that provide it in their output, the CF standard name and CF unit, the cell method, and long name. Referring to this table, that was distributed prior to the call, Rockel reiterated that there was a high degree of inhomogeneity in the output among the Centers including also different units. This fact is complicating the use of the data and also the conversion of the current datasets into the Netcdf format may result in certain discrepancies. Rockel pointed out that the data homogenization work that Mike Bosilovich was doing with the gridded output for the MAC study was really helpful for data users and it would be desirable to reach similar degree of homogeneity also in case of the MOLTS data. 
In this context, all the Center representatives were asked to fill out the table provided by Rockel. It was agreed that all the Centers contributing model data to the CEOP archive and key persons in the CEOP Model Data handling process, would take action (A3) to consider the provided list, check which quantity is presently in their model output and note any differences. As an example of how the table can be filled out to provide the desired information, the result of the update provided by Sid Katz at NCEP was circulated. Katz has noted in column “I” whether or not the NCEP model generates the variable and then in virtual column “J” he notes “DIFFERENCES”. Everyone who was in a responsible position at each respective center agreed to take the time to add the information to the form in much the way Sid Katz has done it for the NCEP output. Subsequently, Benedict undertook action (A3a) and circulated again the list of the MOLTS variables prepared by Burkhardt Rockel and the completed table for the NCEP output done by Sid Katz.
(3.3c)
In addition, it was stressed out again that it would be highly desirable to update model output documentation. The center representatives were asked to review the documentation currently in the database associated with their Center’s data and update it as soon as practical (action A4). 

In this context, Koike mentioned that the Data Integration and Analysis System (DIAS), which is being developed and administered through joint efforts of University of Tokyo, JAXA, and JAMSTEC, included a tool for registering metadata that was adding a capability of being searched by keywords through ISO standards.  Accordingly, Koike suggested that the model documentation be registered using the DIAS metadata registration tool. It was agreed that the UT group would extract the information on model documentation available through the CEOP Data webpage and input it on to the DIAS system (action A4a) and subsequently the Center representatives would be asked to review it and complete missing information (action A4b).  
(3.3d) 
It was also noted that the list of MOLTS points needed to be revised with regards to the latest developments of the Regional Hydroclimate Projects (action A5). In particular new reference sites associated with the High Elevation element and the new RHP, HyMex (HYdrological cycle in the Mediterranean EXperiment), should be added to the list. Moreover, the lists of LPB and NEESPI sites need to be discussed with their Chairs and revised. Benedict, Williams, and Koike accepted action (A5a) to coordinate the revision of the MOLTS points list. 

In this context, it was reiterated that the first 58 points on the current, prioritized list are the minimum set of points for which each of the contributing Centers is expected to provide the MOLTS data.
3.4 MPI Current Status
Toussaint reported that all the hardware had been moved to the new building and computers were functioning well. There are still certain remaining issues with the new software system that have been installed but these are not hindering the data transfer from the Centers and will be resolved in the near future. Toussaint pointed out that for the Phase 2 only the JMA and NCEP data had been received and further data from other Centers are anticipated. 

Toussaint further voiced that the MPI representative clarified the handling of MOLTS at their facility and provided the explanation in writing, which is attached to the notes as an Attachment 2. 
3.5 CEOP Global Model Study (http://gmao.gsfc.nasa.gov/research/modeling/validation/ceop.php)

Bosilovich/Mocko reported that the new, 2.0 version of the dataset had been added to their ftp site (ftp://agdisc.gsfc.nasa.gov/private/ceop/). It includes ERA Interim, GMAO and JMA reanalysis data and in addition to the previous version, it provides daily and monthly basin averages including MDB and La Plata basins. The data is available for download but the detailed documentation is still underway. Bosilovich took action A6 to prepare a readme file about the 2.0 version dataset in the near future and provide it to Benedict and Koudelova who will circulate it among the group. The full set of documentation will follow in due course. Bosilovich also mentioned that the data files were not too large and thus could also be placed on the NCAR/EOL server hosting the CEOP Data Management website. Williams and Bosilovich will communicate this option and inform the group accordingly (action A6a).
4.
CURRENT STATUS OF NWPCs 

4.1 GLDAS by Hiroko Kato 

(4.1a)
Kato reported that all the GLDAS gridded data was available in the Grib format at the NASA server and agreed to push the data to MPI as soon as Toussaint has set up an account on their server for this data transfer (action A7). Kato further mentioned that the work on data format conversion was advancing. 
4.2 BoM by Lawrie Rikus

(4.2a) Rikus reported that the gridded data were available in the Grib format and would be provided to the MPI archive soon. He further voiced that they had begun to run the completely new modeling system and he would advice the group of the results at the time of the next call.
4.3 GMAO by Mike Bosilovich

Bosilovich reiterated that the GMAO CEOP data had been generated from the GMAO Reanalysis and were available on-line. The gridded output has not been converted to the standard Grib format yet but it will be done in due course. GMAO, which has supported CEOP plans to unify the model output product format across the data providers, is itself, committed to preparing the gridded output as requested by MPI.
4.4 NCEP by Sid Katz

Katz reported that the NCEP gridded data (1 June 2008 up to current) were prepared for sending to MPI and that they continued generation of the CEOP output from the operational data. The JMA format conversion subroutine will be employed in the near future and since then, the output will be provided in the required netcdf format.

4.5 EMC by Alessandro Perotto


Perotto reported that EMC was finalizing their hardware and model system upgrade and would begin to run the new modeling system next month. The CEOP data will also be generated since then.
4.6 ECMWF by Martin Köhler


Köhler reiterated that the Interim reanalysis gridded data for the years 2007-2008 had been provided to MPI. He mentioned that the ECMWF was implementing an upgrade of their modeling system that included higher spatial resolution. The upgraded version may be finalized by the end of 2009 and the generation of the MOLTS data will follow. 

In addition, Kohler reported the update on the CFMIP2 (The Cloud Feedback Model Intercomparison Project, Phase 2; http://cfmip.metoffice.com/CFMIP2.html), part of the ISCCP AR5 runs. CEOP has contributed 9 points to this comparison and might be able to collaborate with this group.
4.7 JMA by Takashi Nakamura (written input)

Nakamura reported that they would revise their list of variables in accordance with which ever agreement has been reached by the group.
ATTACHMENT 1: Summary of the discussions on the CEOP Model Output format issues – excerpt from the Notes of the 9th CEOP Model Output Conference Call 
3.3 CEOP Model Output format issues

Benedict reported, that he had taken the action from the 14 April 2009 Conference call to activate a CEOP Model Data Format Working Group and set up an initial conference call of the FWG.  That call  took place on 14 May 2009 for specific discussion on CEOP Model Data Format issues.  The main conclusions from this call are summarized in the items below.  These items, as put forward at the time of that call on 14 May 2009, were specified to be of importance to everyone involved in the CEOP Model Output group and, thereby, became the main topics for the 9 June 2009 call.  The conclusions from the 9 June 2009 call concerning these items are the result of their consideration by all of the Representatives of the Centers and Modeling Groups involved in the Model Output component of CEOP.


All participants have the action (A3) to review the outcome of the discussions as summarized under each topic, to study the referenced attachments and to undertake to implement the agreed to approach as closely as possible.  Action A3a is for each participant to subsequently clearly document any differences in form or content between the agreed to approach and the manner in which it is finally implemented in practice at their Center/facility.
(3.3a)
A "standard naming convention" for the CEOP MOLTS station name agreed upon.  


It was decided that the attached excel file (Copy of MOLTS points Phase 2 100609.xls) be the official CEOP list of MOLTS site “names”.  In response to an action from the 14 May 2009 call, Kato took action to add a column “J” which contains the "standard name".  This approach was taken based on the filenames JMA has been providing to MPI and MPI's suggestion (http://www.mad.zmaw.de/fileadmin/projekte/CEOP/Stationlist.pdf).  It was noted that truncating long station names after 10 letters works well, because most of station names are shorter than 10 letters.  It was also decided to use only lowercase letters (for ease of typing).  Per my action item from this morning’s call, I have updated “standard name” for the MOLTS locations in attached Excel file.  


Per the discussion, Kato took action A4 to replace hyphens in the names with underscores and to modify some names following the first-cut convention (first 10-letter, using underscore for apostrophe, period, slash, or hyphen, and using underscore to concatenate words). 


The commitment (action A4a) by all the participants on the call to follow this convention or to document clearly any exceptions to it in their CEOP data production/transfer schemes was considered an important milestone.

(3.3b)
A “standard” CEOP data file naming convention agreed upon.

It was decided that taking in to account the data structure recommended by MPI i.e. one file per station, per model, per initialization time, and containing all parameters, all levels, all forecast steps (until t+36 for init-time=12:00UTC; until t+6 for init-time=t+0,6,18),  the following file name convention be used by all participants in their CEOP data production/transfer processes:

 <center name>_<model or simulation name>_<station name>_<initialization time>.nc where initialization time is YYYYMMDDHHMN (year, month, day, hour, and minutes).  It was felt that even though some participants will need to accommodate this approach for the ongoing processing, hopefully renaming files can be applied in a reasonably efficient manner and that the effort, which will result in common file names will benefit the data handling for MPI and simplify the application of the data by all users.


The commitment (action A4b) by all the participants to follow this convention or to document clearly any exceptions to it in their CEOP data production/transfer schemes was an important step forward.

(3.3c)
A comprehensive list of CEOP standard variable names agreed upon. 


Following the discussion on variable names during the 14 May call, Drs Rockel and Geyer were contacted and they assisted in the process of redistributing a copy of Geyer's master list of variables for all centers.  Subsequently Geyer undertook to update that list.  The new version of the list, which is attached as (GlobaModVars_forCEOPModCall_9June09.xls) was distributed by Benedict to all the participants on 3 June 2009 in preparation for the discussion on the 9 June 2009 Conference Call.  The updated list has the same content as the original list, but split into model-wise lists, with included original variable names.


It was understood by all the participants that standard variable names are helpful to both the data providers and the users and that the attached list meets all the necessary criteria for application to the CEOP Model Data Output and Archiving scheme and should, therefore be adopted into the CEOP process.


It was agreed that even though some adaptation to this listing and its application in CEOP will require some accommodation for the ongoing processing, hopefully this variable naming convention can be applied in a reasonably efficient manner and that the effort, which will result in common variable names will benefit the CEOP data handling and simplify the application of the data by all users.  


The commitment (action A4c) by all the participants to follow this convention as nearly as possible or to document clearly any exceptions to it in their CEOP data production/transfer schemes was considered an important step forward.


Subsequently more background on this action was provided by Geyer, namely that:

- All valid standard_names (including explanations/definitions plus units) are listed at: http://cf-pcmdi.llnl.gov/documents/cf-standard-names/standard-name-table/current/standard-name-table/ ;


- If a standard_name is missing (like the yellow ones in the attached table) there is the possibility to suggest it to the cf-metadata group; and finally, 


- all other attributes in the attached CEOP standard variable name list are cf-standard.

(3.3d)
Agreement on application of Netcdf JMA Fortran Routines reached.

The Netcdf Fortran Routines provided by JMA were discussed discussed during the 14 May call.  At that time some questions still existed.  Subsequently some of these questions were resolved.  The attached file (make_ceop_netctf_english.tar.qz (778KB)), which was provided through the special action of Kato was, therefore, distributed again on 28 May 2009 in anticipation of its further review and discussion at the time of the 9 June 2009 call.  The file contains the original code given by JMA and four additional files with translation.  For each code that contains the odd characters (i.e. comments in Japanese), Kato created a copy with file name extension "_english" and translated the comments. Kato also included the readme file that Koike has translated inside the subdirectory ("Prov/readme_e.txt").  This means that all the related reference material for this item are in one package. 


It was agreed that now that the code commentary had been translated from Japanese into English, there would be very little additional discussion needed to finalize the process of having all the Centers and Groups involved in the CEOP Model Output Working Group uniformly format their data in Netcdf for transfer to MPI.


The commitment (action A4d) by all the participants to implement this uniform conversion routine as nearly as possible, with regard to the data they have committed to produce and transfer to MPI for archiving, on behalf of the CEOP Model Output initiative, or to otherwise document clearly any exceptions to its implementation in their CEOP data production/transfer schemes, was considered a significant conclusion by the participants.

(3.3e)
Application of file Conversion Software Utilization Advanced

Although there is a definite need to press ahead with the application of the conversion software, as agreed to at the time of the call, it was acknowledged that the basic issue for using the JMA software involves putting each Center’s and Group’s local model output data into the format that the JMA software expects. Katz reiterated that it is only if one can format the data properly, that the JMA software can be used as a basically automated turnkey conversion process.


With this caveat in mind, it was agreed that Benedict would work with Kato and Koike to ensure valid concerns and questions from any of the participants would be clearly translated for consideration and response by the responsible software experts who generated the routine at JMA and made it available for application at other Centers in the CEOP Model Output Working Group.  As an initial attempt to keep with this on-going effort, Katz submitted a question that, being unanswered, has up to now inhibited his efforts to apply the JMA conversion routine successfully at NCEP.  The question was stated to be that: 

“In the main program, (make_fldap_ncdf), there are 2 variables that define each group of data, since NCEP does not have data for the 'eta plane' data type, will the software work correctly if the variables, NV_ETA & NL_ETA are set to 0?”


As agreed, Benedict has taken the action (A4e) to send this question to Kato and Koike to iterate on the matter with Katz and JMA to ensure the question is clearly presented to the JMA experts and subsequently responded to by them and, thereby, resolved.


Subsequently, the question was translated by Kato and sent to Koike who presented it to Muroi at JMA.  Kato interpreted the reply as follows:

“…Muroi thinks that allocation of pdata_eta(0,0) is fine, but doesn't think the program would run because the software doesn't expect nv_eta and el_eta to be zero.  Muroi, therefore, has suggested to insert checks and not to use the arrays if the dimensions are 0 in the subsequent subroutines (write_netcdf_defs and write_netcdf_vars)...”.


In the meantime, Katz ran a test case using (0,0) in the locations in question and ran the subroutines.  His initial interpretation was that this approach worked.  Further analysis is underway and Kato has undertaken to run the software with the “checks” in so that the subroutines in question do not run to see what outcome is obtained, using this alternative approach.  


The CEOP Model Output Data Group will be informed of the further development and analysis of these techniques so that the running of the conversion software, as provided by JMA, can be applied by all the Centers using one method or the other to comply with the plan to have the CEOP output uniformily converted to Netcdf, as specified.

ATTACHMENT 2:  CEOP MOLTS storage at the MPI, WDC-Climate:

CEOP Phase I:
=============
In a first step we stored the data as we got them (=experiments "CEOP_<nwp>_MOLTS_RAW"). As this was inhomogeneous in packing, data format, etc., we postprocessed some of the data to more homogeneous files as far as we had the time (=experiments "CEOP_<nwp>_MOLTS").
See: http://cera-www.dkrz.de/WDCC/ui/BrowseExperiments.jsp?proj=CEOP&key=MOLTS

CEOP Phase II:
==============
For CEOP-II (=experiments "CEOP2_<nwp>_MOLTS_RAW", 

datasets="C2_<nwp>_M_<station>") we had expected between 58 and 75 stations/locations but we got more, up to 178. As we do not have the resources to do much postprocessing on the data, we should agree on the following:  

The proposed file packing for MOLTS is one NetCDF file per station every 6 hours, containing all parameters, forecast time steps, and altitudes. Here all forecast time steps should at least contain the data at assimilation time and the 6 hours forecast, one file per day (12:00 UTC assimilation)
should contain a long forecast. This is given on page two of our data structure graphics:   http://www.mad.zmaw.de/fileadmin/extern/wdc/ceop/CEOP_II_Data_Structure.pdf

If we get this, we can store all of the stations in this form and did this until now. You will be able to download the data time step by time step, where one time step is one NetCDF file per assimilation time step.
Furthermore, for those users who prefer time series instead of forecasts: We selected from the data the step 00h (=assimilation) and some parameters of step 06h forecast and stored them in monthly aggregated NetCDF files (6 hour step width): One file per station every month, containing all parameters (assimilation and some accumulated of the 6h forecast), 4 time steps per day, and all altitudes (=experiments "CEOP2_<nwp>_MOLTS_RAW", datasets = 

"C2_<nwp>_MA_<station>").

However, we are not sure whether we will continuously be able to support this postprocessing in the future. On the other hand, data storage in the form the data is provided to us is no problem.
DATA ACCESS:
============
Download:
---------
We presently only got and only offer CEOP-II MOLTS from JMA. For Grid data we have JMA NCEP. 

Upload:
-------
Our move to the new building has finished for the hardware (= the physical move; the biological move will be from 9 November on), so all machines started running again. For all NWP centers ftp access to the blizzard.dkrz.de should be possible. Please upload to directory /work/bm0162/<your_userID>.










