NOTES FROM THE EIGHTH FORMAL CEOP TELECONFERENCE ON MODEL OUTPUT ISSUES HELD ON 17 SEPTEMBER, 2003 

(FINAL, 21 OCTOBER 2003)

1. 
INTRODUCTION

The eighth CEOP Teleconference call focused on issues related to the production of CEOP model output products being provided as a contribution to CEOP by modeling centers around the globe and on the matters associated with each center’s attempts to connect to the CEOP Model Output Archive Center at MPI.  The participants were:

Toshio Koike; CEOP Lead Scientist and Director of Implementation
Burkhardt Rockel; Hamburg, Germany, Representing GKSS and Max Planck Institue

Michael Lautenschlager, Representing, Max Planck Institute
Hans Luthardt, Hamburg, Germany; Representing Max Planck Institute
Sean Milton, Exeter, UK; Representing The Met Office in the UK 
Michael G. Bosilovich, Greenbelt, Maryland, USA; Representing GMAO at NASA GSFC 
Matt Rodell, Greenbelt, Maryland, USA; Representing GLDAS at NASA GSFC
Ken Mitchell, Camp Springs, Maryland, USA; Representing NCEP
Sid Katz, Camp Springs, Maryland, USA; Representing NCEP
John Roads, La Jolla, California, USA; Representing Scripps, ECPC 
Lawri Rikus, Melbourne, Australia; Representing BMRC
Takayuki Matsumura, Tokyo, Japan; Representing JMA 
Pedro Viterbo, Reading, UK; Representing ECMWF
Sam Benedict, San Diego, California, USA; Representing International CEOP

Drs Jose Marengo (Cachoeira Paulista, Brazil; Representative of CPTEC); Steve Williams (Boulder, Colorado, USA; Representative of UCAR/JOSS, CEOP/Data Management); and S. V. Singh and Gopal Raman Iyengar (New Delhi, India; Representatives of NCMRWF) were not available for the call.  
2.
GENERAL AND ON-GOING ISSUES IN CEOP MODEL OUTPUT DEVELOPMENT

The call was made on behalf of Dr Toshio Koike, Lead Scientist for the Coordinated Enhanced Observing Period (CEOP) to continue the process of refining model output requirements in order to ensure the main objectives of CEOP will be met.  
2.1
Report On Inter-Governmental Group On Earth Observations (GEO)

Professor Koike reported on the initial Earth Observation Summit that was held in Washington DC at the end of July 2003 and provided the group with a series of documents related to the development of the Group on Earth Observations (GEO) and its planned activities.  The time line for the work of the GEO is given in the figure below.  Everyone agreed that it was important to follow the evolution of this international initiative closely and to attempt to ensure that the framework of the effort parallels that of CEOP and that the detailed actions and recommendations of the GEO reflect as many goals and objectives of CEOP as possible.  All the participants on the call and on distribution for these notes are expected to (action A1) review the material that Prof. Koike distributed on this topic and comment as appropriate on their content.  Prof Koike, in turn, has agreed to undertake action A1a, to represent CEOP in the deliberations of the related to GEO Working Groups which he may serve on and to keep the Group informed of the outcome of the work of such Working Groups. 
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Subsequently it was determined that Prof Koike was asked to be a member of one of the planning groups that would meet on 24-25 September 2003 to assist with the Japanese and overall international contribution to the implementation of the GEO initiative and especially to the planning of the next major milestones in the progression of this activity, namely GEO-2 in November 2003, various International Users Fora beginning in January 2004 and the Earth Observation Summit-2 to be held in Japan in May 2004.
 
A great deal of information that clarifies CEOP requirements for model outputs has been provided on the Internet through a link at the CEOP Data Management Web Page: http://www.joss.ucar.edu/ghp/ceopdm/.  The material contributed by the participating Centers has been incorporated through a link from this page by clicking on “Model Output and Information” or directly at: http://www.joss.ucar.edu/ghp/ceopdm/model/model.html.  This access has been made available through the support of Dr Steve Williams at UCAR/JOSS.


Action (A2) falls on each CEOP Model Output Center Spokespersons (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to review the material at CEOP Model Output Web page noted above to ensure that it is current for their specific Center.
2.2
Plans for CEOP Science Session at 2003 AGU Meeting


Roads announced that 11 abstracts had been received for the H20 Coordinated Enhanced Observing Period session at the American Geophysical Union (AGU) meeting that takes place from 8-12 December 2003; Monday-Friday at the Moscone Center West, 800 Howard Street, San Francisco, California, USA.  The papers for this session give an overview of the scientific aspects of the CEOP initiative and its links with climate programs and prediction issues. The talks and additional posters that have been submitted discuss how CEOP data are helping to describe water and energy processes and improve their representation in various atmosphere and land surface hydrometeorological models. This special session will draw Researchers who are interested in global and regional data sets for model development of land process and monsoon studies.  The conveners Drs John Roads and Rick Lawford were commended for their efforts in setting up this session.
2.3
Priority Topics in CEOP Model Output Development


It was agreed earlier that the implementation of the Model Output component of CEOP requires:
(a) 
That all Centers complete the steps necessary to achieve routine transfer of data (push or pull) by electronic means (FTP) to/from MPI for placement in the CEOP Database,

 and   

(b)
That all Centers successfully access the MPI web-page at: http://www.mad.zmaw.de/CEOP or through the CEOP Data Management Page Model Output and Information section.  

The main actions associated with the discussions during the call were associated with improving understanding of these two main issues and finding methodologies for reducing their impact on the efficient generation, transfer and access of the CEOP model output products.


A generalized action (A3) was, therefore, assessed on each Center Spokesperson (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to continue to pursue the interactions with MPI (Luthardt) on the two main issues identified above with the goal of establishing a routine connection between themselves and MPI for both the transfer of data and the accessing of the MPI database.
3.
PRIORITY ACTIONS AND RECOMMENDATIONS AND CENTER UPDATES

In reference to generalized topics highlighted in items (a) and (b) there were a number of actions and recommendations that were made.  Each Center also provided an update of the work they have undertaken on behalf of the Model Output component of CEOP.
3.1
Sample Data Transfer

Because it was highlighted as a very high priority  matter (See Item 2.3 (a) above) for each Center to connect with MPI immediately to provide to them a sample of the data they will be generating for CEOP a great deal of emphasis has been placed on this process by the contributing Centers.

The importance of showing that data can be provided (pushed or perhaps in the ECMWF case, pulled) to/by MPI by way of an FTP link, was reconfirmed as being critical to the success of this element of CEOP.  


As soon as a reliable interface has been established action (A4) is necessary for all Center Spokespersons (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to move ahead with production of the required MOLTS and Gridded products and to immediately begin transferring complete months of data to MPI.  Successful completion of this work should lead to the next step of accessing the data at the MPI database within the context of the earlier agreement by MPI to have the data ready for access within one week of receiving a month of data from any one center.
3.2
MPI Database Access

It was clear during the call that more Centers were attempting to reach the CEOP database (See Item 2.3 (b) above) at MPI’s Climate and Environmental Data Retrieval and Archive System (CERA).  The interface still seems to present some challenges for those wishing to access the database by way of the Internet link provided by Luthardt at: http://www.mad.zmaw.de/CEOP.  It was agreed therefore, that MPI/Luthardt would continue to undertake action (A5) to simplify the current interface procedure for reaching the database and retrieving data from it.  In the meantime, all of the Center Representatives (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) agreed to action A5a to follow-through with efforts to connect to the URL link and to verify that they are able to view and download the data that are currently there and to report any issues with this process to Hans Luthardt luthardt@dkrz.de.

3.3
MOLTS Vertical Profile Data Format

In an earlier discussion it was noted that transferring MOLTS profile data in ASCII format seems to be a difficult job and that it may be necessary to agree on a different format.  During this call, however, it became clear that for some Centers ASCII or another format such as network Common Data Form (netCDF) would have to be accepted into the database.  There were a couple of reasons for this situation, including that some Centers found ASCII to be the best choice for them and that others who had already sent a long time series of MOLTS data in to MPI would not be able to use additional resources to convert them from the format that had already been used and then resend them.  


It was, therefore, agreed that each Center Spokesperson (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) had action A6 to identify immediately what format they would be using for their MOLTS profile contributions to the database.  This information should be sent to Luthardt luthardt@dkrz.de at MPI with a copy to Benedict seb@www.wmo.ch at minimum.  Following, a determination of which formats were going to be used an action would be taken to find software which could be provided to any user to convert the MOLTS to a common format assuming that the data requested for their research from more than one Center ended up residing in the database in different formats.  

3.4
Status at Contributing Centers

In addition to the documentation serving as a focus for the discussion, each Center Representative on the call was asked to give a brief status of where they stand with regard to implementing that baseline set of "requirements".
(i)
Rikus noted that production of both MOLTS and Gridded products was beginning at BMRC.  A sample set of four days of data from October 2002 was produced in an off-line mode and an initial test transfer to MPI was successful. MPI is waiting for the remainder of the month to be transferred before acting on it to get it into the database for retrieval.  In the meantime, Rikus is looking into integrating the generation of the data into the operational stream.  Rikus  has agreed to continue the work on this effort and to continue to keep the group informed of its progress in subsequent conference calls.  
(ii)
Matsumura reported that JMA had produced MOLTS and GRIB data for the entire month of October 2002 and transferred the files to MPI.  Luthardt reported that further communication was underway to ensure that all the files had been received properly and that as soon as it was clear that the entire month of October 2002 had been properly received they would be available for retrieval from the database. Plans are still underway at JMA to add a separate server, by the end of 2003, dedicated to the handling CEOP related data transfers and accessing the CEOP database.  Matsumura agreed to maintain awareness of the process at JMA for production of CEOP model output products and their routine transfer to MPI starting from the beginning of EOP-2 (1 October 2002) and to the accessing of CEOP data at the MPI database and to keep the group informed of progress in subsequent conference calls.
(iii)
Roads reported on behalf of ECPC that they were continuing to process data and to work with MPI to have it transferred routinely and placed in the MPI CEOP archive.  Subsequently transfer of data was attempted and determined by MPI to be in a form that they were not able to accept (variable bit format).  Again it would be a large task for ECPC to reformat its grib data in 24 bit packets.  This may require that MPI look into software which can accept variable bit formats.  It is expected that this issue will be raised during the next conference call.  Luthardt and Roads have action A7 to advise the group on the outcome of their discussion on this matter.


Roads also reported that ECPC was looking at undertaking a long term retrospective run, with emphasis first on 1999 up to the present and then possibly going back to 1979.  This work would continue to be reported on during the up coming calls. 

(iv)
Bosilovich reported that issues related to CEOP were continuing and expanding under the newly formed Global Modeling and Assimilation Office (GMAO).  At the current time the operational models have been frozen, but data from these models is available in its native format from 1 July 2001 up to current time and action is underway to reprocess it into the CEOP prescribed MOLTS and Gridded formats including 3D fields.  An IT security issue at the facility has delayed some progress on this work but this is being handled and the work is moving forward.  One issue is that it may be necessary or at least desirable to look into the prospect of transferring data to MPI by way of a Secure Copy Protocol (SCP).  Bosilovich agreed to look into this possibility with Luthardt (action A8) to determine if it were feasible or if it would delay the process of data transfer so badly as to make it impractical.  


In a related matter, Bosilovich also informed the Group that all the EOP-1 in-situ data had been downloaded and reformatted into a GrADS-DODS server (GDS) format.  These data are available at: http://voda.gsfc.nasa.gov:9090/dods which is also linked through the CEOP Data Management Home Page at: http://www.joss.ucar.edu/ghp/ceopdm/ under the “Datasets” heading.  The conversion of the EOP-1 data into this format by Bosilovich was commended since it adds another format that a large group of users is familiar with.  This effort is, therefore, expected to enhance the use of the data.  Bosilovich has plans to do the same work with the EOP-3 data when it becomes available at the CEOP CDA at UCAR/JOSS.

Bosilovich is also using CEOP data in model output analyses.  One outcome shows the latest CEOP reference site locations against a background of the GEOS3 EOP-1 (JAS) average vertically integrated moisture transport.  Another analysis was done against the monthly mean diurnal cycle of radiation and energy components at the assimilation gridpoint closest to the GAPP CEOP reference site at Bondville USA at a 1 degree resolution and the GEOS3 energy and radiation results.  Similar comparisons at the GAPP Lamont SGP site and at LBA sites were also carried out.  The results are still be analyzed and will be reported on in due course.  
(v)
Mitchell and Katz, reported that production of CEOP model output products at NCEP is continuing and that routine connections with MPI are being maintained.  It has been agreed that the work would continue on the production of the required products and their routine transfer to MPI.  This action now includes an effort to go back and retrieve data from the local archive beginning from 1 October 2002 up to the start of the initial data transfer in January 2003.  In addition work is in progress to provide updates to the documentation on the Internet that  provide details of the current configuration of the data and process for producing CEOP related data products and transferring them to MPI.


In a second part of the report Mitchell noted that an effort was underway to utilize the CEOP data in development activities related to validating model results.  He and Dr Lu at NCEP were authoring a paper for publication and would present results, at the December 2003 AGU meeting, of a model intercomparison study they are continuing to work on and analyze.  Land surface processes simulated from the NCEP Global Forecast System (GFS) and North American Land Data Assimilation System (NLDAS) were compared against in situ observations from CEOP Reference Sites during EOP-1 (Jul-Sep 2001).  Two versions of GFS were examined one of the operational GFS, which uses the legacy OSU Land Surface Model (LSM) and an experimental version coupled with the latest version of the NCEP Noah LSM (advanced descendant of OSU LSM).  One version of NLDAS was also examined also using the latest version of the Noah LSM.


A summary of the findings noted that the study is a preliminary pilot study, presented to illustrate the utility of the CEOP reference site observations for assessing land-surface processes.  The use of the uncoupled NLDAS offers an appealing and useful alternative assessment of land model candidates because it provides surface forcing with much less bias and because it is easier to execute long periods of self cycling to provide properly spun-up land states using candidate land surface model.  In considering future studies of this type Mitchell and Lu felt it would be important to extend the number of reference sites examined; quantify other parent model surface forcing errors e.g. precipitation, near-surface error temperature; include other surface fluxes and sub-surface fields in the comparison study including soil moisture and temperature, all radiation components and ground heat flux.  Even though it would not be a trivial effort, they also recommend that future studies cycle the coupled Global Data Assimilation System (GDAS) using Noah LSM for at least one year (preferably two years) in order to provide initial land states compatible with Noah LSM and thereby, to overcome the “long-memory” impact of  non-optimal land states.

This work was commended and the process and results will be reported in greater detail in the next version of the CEOP Newsletter.  Mitchell agreed to keep the group informed of further expansion of this work.

(vi)
Milton reported that the Met Office had been relocated to Exeter UK and that he was now established at that location and continuing work on the CEOP related requests along with his other responsibilities.  He noted that the Met Office had established a “routine” processing scheme for the CEOP data and that all of October 2002 and half of November 2002 had been processed up to the time of the call.  The connection/transfer process with MPI had also been exercised successfully.  Milton agreed to report on further progress on this work and to also to keep the group informed of a continuing effort by the Met Office to utilize the CEOP data in development activities related to validating model results.
(vii)
Viterbo reported that he had been able to generate gridded data as requested by CEOP from the ECMWF ERA-40 archive starting with 1 July 2001 forward and was about to put the data in a location where MPI could access it and transfer (pull) it into their database.  Viterbo agreed to continue to work with MPI to ensure a routine connection with MPI could be achieved.


It was again noted that the ERA-40 data would extend only up to August 2002 for the current time.  Any continuation of the data was pending determination of the funding status of proposals that had been sent to the EU for consideration.  Once the status of these proposals is known it can be determined whether or not any action is necessary from the community in relation to further extension of ERA-40 or an other reanalysis option by ECMWF.  


As a result of an earlier action Benedict has followed up with Marengo and Viterbo on the matter of the free and open access to ECMWF ERA-40 output.  Viterbo at ECMWF has subsequently provided the following statement: 

“This is just to confirm that a large subset of the era40 archive is now 

available, free of charge for research purposes, via a web interface. 

The data set, contains analysis (every 6 hours) and forecast data for 45 

years from September 1957 to August 2002, at 2.5x2.5 resolution. The 

atmospheric data exists at 23 pressure levels (from 1000 hPa to 1 hPa) 

and is complemented by surface data. For a complete list of parameters 

check the URL: http://data.ecmwf.int/data/d/era40/”. 


Viterbo, noted, however, that the moisture convergence field identified as one of the fields desired by Marengo was not in the list of parameters being made available by way of the Internet.  Viterbo has subsequently asked that a letter from CEOP be addressed to the ERA-40 points of contact at ECMWF requesting the desired fields be added to the Internet database.  Benedict continues to have the action (A9) to work with Marengo and Viterbo to clarify the CEOP requirement and to draft a letter to request the data be added, in due course.
(viii)
GLDAS was represented on the call by Dr Matt Rodell.  Rodell reported that the GLDAS MOLTS and gridded fields were provided by him earlier, and that no further datasets have been produced.  Efforts have been undertaken to seek funding support for these CEOP related activities, however, a recent proposal for funding of this work was not selected.  A modest proposal to GAPP to support a GLDAS reanalysis for the entire CEOP period, including posting of MOLTS and 2-D fields has recently been submitted. There was agreement that it is important to try and ensure that these data are provided to the CEOP community, because they serve as a means to integrate models and satellite data for land surface water and energy cycle prediction in CEOP.  Rodell agreed to keep the group informed of the progress of these efforts.
(ix) 
Lautenschlager, Luthardt, and Rockel reported that work is continuing at MPI to accommodate the CEOP requirements and that efforts were underway to establish more “standardized” methodologies for working efficiently across the interfaces with the large Centers represented by the CEOP contributors. Other issues that were highlighted by the MPI representatives were related to:

· The need to define a universal CEOP code table that represents a mapping of each NWP’s code numbers to the variables of the CEOP data set,

· The need to complete the meta data description for all data sets in CERA, 
· The continued effort needed to add new data sets/meta data which are not yet in the system and 
· The need to compile user support information/documentation.  

An action (A10) is for all the Center Spokespersons (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to respond to the issues highlighted by MPI and in particular to review an earlier action to review a code table produced by MPI and work to fill out the information requested at that time (see below); also to work to provide meta data and documentation as requested by MPI.  

In regard to the matter of the code table it was reported in the notes from the sixth formal CEOP model output issues conference call that was held on 2 June 2003, that based on an even earlier agreement that the gridded (2D-3D) fields will be in a common GRIB format (Item a above), the action was taken by MPI (Lautenschlager/Luthardt/Rockel) to provide a “common GRIB code Table” to all the Center Spokespersons.  The corollary action was extended from the earlier call for each CEOP Model Output Center Spokesperson to “match” their output to the MPI table by adding a column to the GRIB code Table that identifies its own GRIB nomenclature for the variables identified in the MPI Table.  This process has begun but reports were made about the difficulty in applying the process.  

The status so far is that MPI defined a code table for the core variables which should by now have been supplemented with the model specific codes by the Center Spokespersons. The code table is based on the "Model output variables requested by CEOP and the corresponding table for additional variables was to be disseminated as soon as possible.  


Each Center Spokesperson was kindly requested by MPI to complete (action A10a) the last two columns of the core table by specifying the code number used for their data and the units in which the data are stored. If no code number is available, the Center Spokespersons were asked to specify the variable name/description which corresponds to the requested CEOP core-variable.

CEOP_core_code_table is on the MPI CEOP Internet pages as a spreadsheet document at: http://www.mad.zmaw.de/CEOP/CEOP_core_codes.xls/.  In case of problems and questions please contact Luthardt luthardt@dkrz.de directly.

The concept to institute a “common” CEOP GRIB code table for users of the data, while at the same time making it unnecessary for each Center to output their data in a manner different from their usual process was reaffirmed as being important to the usefulness of the CEOP Model Output Archive at MPI.  The Centers and MPI should continue to move forward with the plan and to work together in its implementation so that another more unified assessment and report can be provided a the time of the next call about the efficacy of the overall approach to this “unified GRIB Format” issue.

Subsequently, at the GHP-9 meeting in Luneburg, Germany MPI provided additional information on the form and format of the database at their facility.  The figure below shows that configuration as presented by Luthardt at the meeting:


The form of the database at MPI was illustrated through an example of actual data that has been received from NCEP.
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4.
NEXT CONFERENCE CALL ON CEOP MODEL OUTPUT ISSUES

Although other dates were discussed at the time of the call circumstances related to schedule conflicts require that TUESDAY 28 OCTOBER 2003 be proposed for the next (ninth) conference call on CEOP Model Output issues.  It is proposed that the call will take place again at the following times: 0630 at Washington DC, 0930 at Cachoeira Paulista, Brazil, 1130 in the UK, 1230 at Hamburg, 2030 at Tokyo, 2230 at Melbourne and 1700 at New Delhi. Benedict has action (A11) to coordinate the origination of the call from the USA.
	UTC-time
	London
	Melbourne
	New Delhi
	Tokyo
	Washington DC
	Hamburg

	Tuesday, October 28, 2003, at 1130 AM
	Wed 11:30 AM
	Wed 10:30 PM *
	Wed 5:00 PM
	Wed 8:30 PM
	Wed 6:30 AM
	Wed 12:30 PM

	Wed 9:30 AM *

	Sao Paulo



Due to the change in time zones from/to day light savings the timeline represents a special challenge (See below).  If it is not acceptable for any one to participate in the call as shown it may be necessary to split the call.
Proposed timeline for next CEOP Model Output Issues Conference call: Tuesday 28 October 2003. (*Day light Savings time being observed)
