Notes from the TWENTY-FIRST FORMAL CEOP Teleconference ON Model Output Data Issues HELD ON 19 JULY 2005

FINAL, 19 AUGUST 2005

1. 
INTRODUCTION

The 21st CEOP Model Output Teleconference took place on Tuesday 19 July 2005 at 13:00 UTC. The discussed topics included (i) the current status of NWPCs, (ii) centralized and distributed data integration services issues focusing on MOLTS data format and the MPI archive arrangements needed to assure full functionality of the distributed system, and (iii) other CEOP international issues.

Participants

The participants were:

Toshio Koike

 Tokyo, Japan; CEOP Lead Scientist

Mike Bosilovich
 
 Greenbelt, Maryland, USA; Representing GMAO at NASA GSFC
Sid Katz

 Camp Springs, Maryland, USA, Representing NCEP

Hiroko Kato

 Maryland, USA; Representing GLDAS/LIS
Matt Rodell

 Maryland, USA; Representing GLDAS/LIS
Lawrie Rikus

 Melbourne, Australia; Representing the BMRC

Paul Earnshaw

 Exeter, UK; Representing UK Met Office (UKMO)

Hans Luthardt

 Representing Max Planck Institute Hamburg, Germany

Sin Chan Chou 
 Cachoeira Paulista, Brazil; Representing CPTEC
Hiroto Kitagawa

 Tokyo, Japan; Representing JMA
Osamu Ochiai 

 Tokyo, Japan; CEOP WGISS Test Facility (WTF) Implementation Team Member 
Ben Burford
 
 Tokyo, Japan; CEOP WGISS Test Facility (WTF) Implementation Team Member

Yonsook Enloe
 North Carolina, USA; Representing CEOP WGISS Test Facility (WTF) 
Petra Koudelova
 Tokyo, Japan; CEOP Coordination Support Function
Sam Benedict
 San Diego, California, USA; Representing International CEOP
Drs Steve Williams (Boulder, Colorado, USA; Representing UCAR/JOSS/CEOP Data Management), Stephane Belair (Dorval, Canada; Representing the Meteorological Service of Canada, MSC), Rick Lawford (Silver Springs, Maryland, USA; Representing GEWEX and IGWCO), John Roads (La Jolla, California, USA; Head of ECPC), Alex Ruane (La Jolla, California, USA; Representing Scripps, ECPC), Ken Mitchell (Camp Springs, Maryland, USA, Representing NCEP), Pedro Viterbo (Reading, UK; Representing ECMWF), B.K. Basu (New Delhi, India; Representing NCMRWF), Ken McDonald (Greenbelt, Maryland USA; Representing CEOP WTF), and Burkhardt Rockel (Geesthacht, Germany; Representing GKSS) were not available for the call. 
2.
NEXT CONFERENCE CALL

The next, 22nd CEOP Model Output Teleconference is proposed to take place on Tuesday 20 September 2005. Koudelova has action (A1) to inform the group of the details of the next call nearer to the time of the call and together with Benedict to coordinate the origination of the call from the USA (action A1a).
3.
MODEL OUTPUT DATA GENERAL ISSUES

3.1 Opening


Benedict and Koike welcomed everyone on the call and introduced the timeline of the discussion that was distributed to the participants prior to the call. 

3.2 Letter to NWPCs


Benedict advised the group that the acknowledging letter for the NWPCs in appreciation of their contributions through CEOP Phase 1 and asking them for their continued support into Phase 2 was finalized and signed by Dr David Carson, Director WCRP, and would be sent to NWPCs within a few days. Each NWPC spokesperson was asked to (i) verify the addresses of the recipients at their respective centers and (ii) to inform Benedict and Koudelova about their preference of the point from which the letter should be mailed, whether from the WCRP office in Geneva or the CEOP Tokyo office. Both questions were subsequently answered during the call. Benedict and Koudelova have action (A2) to assure mailing of the letters.

4.
DATA INTEGRATION ISSUES AND MPI ARCHIVE STATUS

4.1 Centralized Data Integration Center

(4.1a)
Koike reported that the Centralized data integration center opened its services on 1 June 2005 as it was announced at the time of the last conference call. Since opening of the centralized system, its hardware component has been upgraded and hence its capacity has been increased. This development enables the system to provide services to a broader community. The participants were, therefore, encouraged to register on the system and explore its capabilities. The registration procedure can be accomplished through the University of Tokyo (UT) representative, Dr Kenji Taniguchi, via email: taniguti@hydra.t.u-tokyo.ac.jp. 

(4.1b)
Koike also mentioned that the system contains and provides analyses of all the data available at individual CEOP data archives including
in-situ data archive at UCAR JOSS, model output data archive at MPI and satellite data archive at UT. 
4.2 Distributed Data Integration Services

(4.2a)
Enloe advised the group that the NASA WTF-CEOP team was anticipating the result of the proposal review process in the near future. The potential funding will enable the NASA team to continue their work on development of a CEOP satellite data server. Enloe will inform the group about the result of the review process in due course. 

(4.2b)
Ochiai advised the participants that the JAXA WTF-CEOP Distributed data integration system was also available on-line from 1 June when an announcement with proper instructions was released to the CEOP community (see Appendix 1).

(4.2c)
Burford reported that all of in-situ data currently available at the Central Data Archive (CDA) at UCAR JOSS were accessible on-line through the distributed system and work was in progress to include more satellite and MOLTS data. By the date of the teleconference, nearly 50 users have registered on and used the system. Burford pointed out that several problems with accessing and utilizing the system were known that were most likely associated with the user’s Internet browser settings (e.g. pop-up windows must be unblocked to be able to use the distributed system) and the version of the browser and JAVA that may need to be the latest updates available. The known problems, which are mostly related to the Microsoft Windows OS, are summarized on the WTF-CEOP web page to inform a user about possible difficulties and ways to solve them. Still there are certain remaining issues, which have not been fully clarified. The WTF-CEOP team is making an effort to address these issues for which the feedback from users is essential. In this context, the participants were asked to try to use the system and report on whatever problems, if any, they encountered to the JAXA WTF-CEOP team (rd@restec.or.jp). 

(4.2d)
Burford also informed the group that rather than including additional analysis functions, the WTF-CEOP team planned to add a capability for synthesis of the distributed system through the introduction of data search, discovery and integration functions and thus to promote the current version as a seamless multi-interface system that would include other than CEOP data available on DODS servers. The WTF-CEOP team has started to search for such non-CEOP data that may be of interest for the CEOP community and will prepare a list that will be provided to the community to select the data of the highest priority to be included in the system. Burford also mentioned that their team has initiated collaboration with the Global Change Master Directory (GCMD) group (http://gcmd.nasa.gov/).

(4.2e)
A discussion was initiated on the MOLTS data format issue because there was certain confusion about the necessity to convert the MOLTS data at the MPI archive into the netCDF format in order to guarantee that the data could be accessed by the WTF-CEOP distributed data integration system. Burford explained that for the WTF-CEOP system it was essential that the MOLTS data files of each center were converted to a proper time sequence and a format compatible to a DODS or DODS-type server and that the netCDF format, though not absolutely necessary for the WTF-CEOP, had been accepted as a common format for the CEOP MOLTS data during past discussions on this issue because of its usefulness for multiple purposes (netCDF files contain metadata which makes them self-describing and easy to use in popular climate analysis tools such as GrADS). In this context, Dr Rikus has developed a program that (1) converts the MOLTS files in native formats into the proper time sequence, and (2) converts them into the netCDF format. In order to make the program applicable to a specific MOLTS format of each center, it is necessary to develop a specific subroutine for each of the centers to read their data. Rikus voiced that he was willing to develop appropriate subroutines with assistance of NWPCs and WTF-CEOP. Burford mentioned that JMA (Kitagawa) and UKMO (Earnshaw) already started the effort to convert their MOLTS data using Rikus’ program in cooperation with Burford and Rikus. 

Concerning the MOLTS data format at the MPI archive, Luthardt mentioned that there was a discussion at the CEOP meeting in Tokyo in March 2005 leading to a suggestion that the data be converted to the ascii format in a similar manner to the in-situ data at the CDA at UCAR JOSS. Luthardt explained that in such a case, different arrangements of the MPI archive than those considered originally for netCDF data might be needed. In reaction to this and also to the fact that the netCDF format is not absolutely necessary for WTF-CEOP, it was suggested that before asking NWPCs for certain actions the WTF-CEOP and MPI groups take action (A3) to discuss practically viable possibilities of combinations of the MOLTS data format and the MPI archive system interface that would assure reliable access of the MOLTS data by the WTF-CEOP distributed system. The expected outcome of this discussion is to clarify requirements which would enable the establishment of distributed access to the MPI archive and also to specify what are the respective responsibilities of the MPI and WTF-CEOP group. Based on this, appropriate actions will be assigned to individual groups including NWPCs if necessary. 


For the purpose of the aforementioned discussion, Koudelova has action (A3a) to arrange a special conference call that will include at least the MPI and JAXA WTF-CEOP groups and Dr Williams as the CDA at UCAR JOSS representative as soon as possible and together with Benedict to coordinate the origination of the call from the USA.
In consideration of benefits of the netCDF format, it was, though, suggested that netCDF remain a preferable format for the CEOP MOLTS data. Burford took action (A4) to contact NWPCs spokespersons and discuss with them details of possible conversion of their data using Rikus’ program.

4.3 MPI archive status

(4.3a)
Luthardt reported that the MPI archive contained about 20 GB of MOLTS data in different formats as they were produced by individual centers. At present, the MPI group is dealing with certain technical issues to upgrade the MPI archive system so that it emulates a DODS server and thus assures accessibility for the WTF-CEOP system. Luthardt felt that new hardware and software that was required to create a desirable interface for the WTF-CEOP system might be installed in September 2005. 

(4.3b) Luthardt voiced that the MPI group planned to restructure the MOTLS data to make them accessible for the WTF-CEOP distributed system but it needed to be clarified what format of the data and what settings of the archive system would be desirable (see paragraph 4.2e).

5.
CURRENT STATUS OF NWPCs 

5.1 BMRC by Lawrie Rikus

(5.1a)
Rikus reported that the work on setting up the new version of their model was advancing and that the reanalysis of the whole CEOP period using the updated model was under consideration. He voiced that the intention was to add the output data generated by the updated model to the already existing BMRC dataset at the MPI archive that was produced by the older version of the model rather than to replace the older output with the newer one. 

(5.1b)
Rikus mentioned that the BMRC MOLTS files were produced in the netCDF format and that he was cooperating with Burford on the issues concerned with the accessibility of the BMRC data through the distributed data integration system.

5.2 CPTEC by Sin Chan Chou 

(5.2a)
Chou reported that the CPTEC team assumed to complete the production of gridded as well as MOLTS data in the near future (3 – 4 months). 

(5.2b)
The CPTEC MOLTS files are being produced in the ascii format at present and Chou was not sure at this time, whether or not the conversion to the netCDF format would be viable in the near future. 

5.3 JMA by Hiroto Kitagawa
(5.3a)
Kitagawa reported that JMA had received a notification from the MPI team that some of the JMA MOLTS data might be incorrect. The data are now undergoing a quality check at JMA and Kitagawa took action (A5) to communicate this issue with the MPI team as soon as more details are known. Kitagawa also mentioned that JMA was initiating evaluation of their model output data by using the centralized data archiving system. 

(5.3b)
The cooperation between JMA and WTF-CEOP on conversion of the JMA MOLTS data into the netCDF format has been initiated and Burford advised the group that the work was progressing.

5.4 UK Met Office by Paul Earnshaw
(5.4a)
Earnshaw reported that the transfer of the model output data up to the end of 2004 to the MPI archive was advancing. 

(5.4b)
Earnshaw voiced that the UK Met Office team was successfully working on conversion of the MOLTS files into the netCDF format but further discussion with Burford and Rikus would be needed to clarify the details of the conversion procedure (action A4a).

5.5 GLDAS by Hiroko Kato and Matt Rodell 

(5.5a)
Kato reported that new MOLTS were extracted from the global output of the 1-degree simulation that was carried out for the period of EOP1 through EOP4 by using three land surface schemes (NOAH, CLM, Mosaic). Kato mentioned that the MOLTS data were available at their local FTP server and accepted action (A6) to contact the MPI team and arrange the transfer of the data to the MPI archive. The data will be also provided to the Centralized data archive at the University of Tokyo. 

(5.5b)
Rodell pointed out that the GLDAS group was willing to cooperate with the WTF-CEOP team on conversion of their MOLTS data into the netCDF format. Kato will discuss this issue with Burford in due course (action A4a).
(5.5c)
Rodell informed the participants that NASA endorsed the proposal of the GLDAS project and would provide financial support for GLDAS research activities for the tenure of five years. The participants expressed their appreciation of the effort the GLDAS team devoted to this important matter and acknowledged the contribution of support letters drafted by Benedict in cooperation with other CEOP key persons. 

(5.5d)
Rodell advised the group that Dr Christa Peters-Lidard was designated as the Branch Head of the Hydrological Sciences Branch at NASA GSFC and he was appointed as a primary contact person for GLDAS after Dr Paul Houser had moved from NASA to the Climate Dynamics Program at the George Mason University. Rodell voiced that the GLDAS group was continuing to be very interested in the cooperation with CEOP and that himself and possibly Dr Peters-Lidard would like to attend the CEOP conference calls in future. 

5.6 GMAO by Mike Bosilovich
(5.6a)
Bosilovich reiterated that GMAO was going to implement a new version of the reanalysis system, GEOS5. Intensive validation runs will start in September 2005 and the full operation is assumed to begin in early 2006. Two reanalysis streams are planned: (i) from 1979 onward, and (ii) from 1998 to present. The latter stream is expected be initiated in the middle of 2006 and the output of this run contributing to both CEOP Phase 1 and Phase 2 will be provided to CEOP.

(5.6b) Bosilovich also mentioned that the GMAO group was reprocessing hourly MOLTS data for 2003 – 2004 that would be provided to CEOP in parallel with the output of the new system. The participants appreciated this effort and it was pointed out that proper documentation would be necessary to clearly distinguish the outputs of the two modeling systems at the MPI archive. 

5.7 NCEP by Sid Katz

(5.7a)
Katz reported that the upgraded version of the NCEP GCM was initiated as it was announced at the time of the last conference call on 25 May 2005 and the transfer of the model outputs to the MPI archive successfully continued. Several changes in the output format and the table of site characteristics are associated with the new version of the model and Katz is working on proper documentation that will be sent to MPI. 

(5.7b)
Katz felt that the NCEP team would be amenable to cooperate with the WTF-CEOP team on conversion of the MOLTS data files into suitable time sequences, however further discussion would be needed (action A4a). 

(5.7c)
Katz also advised the group that Dr Ken Mitchell had been working on proposals to support activities of the NCEP team that also included a CEOP component. This special effort of Dr Mitchell was greatly appreciated. 

5.9 ECPC by John Roads (in writing)

(5.9a)
Roads reported in writing that ECPC delivered all of the RII output data files to the MPI archive and it was expected that all of the SFM output data files would be submitted within the next two months.
(5.9b)
Roads also reported that ICTS was continuing to grow and several groups were anticipated to complete their submission of the regional simulations by the end of the year.

5.10 GKSS by Burkhardt Rockel (in writing) 

(5.10a)
Rockel reported in writing that his new co-worker started to use the Centralized- and Distributed Data Integration Systems and was investigating how these systems could be used for CEOP transferability studies. Rockel will inform the group about their progress as well as experiences with the systems at the time of the next conference call. 
5.11 MSC by Stephane Belair (in writing)

(5.11a)
Belair reported in writing that the problems, which necessitated interruption of the CEOP related process, were solved and the CEOP production runs were restarted. The assimilation cycle has advanced to August 2003 and the 36-h integration runs are several months behind.  MSC group estimates that all the integrations should be completed by early 2006 (January or February).  
(5.11b)
Belair pointed out that the preparation for sending a sample of data to the MPI archive is advancing. It is expected that a new person will be assigned to assist with conversion of the model output data and preparation of packages for submission to the MPI archive in the near future and thus the delivery procedure would be sped up. 

(5.11c)
Belair also reported that the research group at the Ouranos center in Montreal focusing on regional climate research was interested in participating in the ICTS initiative and that he would be meeting with their representative in late August or early September to discuss the possibility of collaboration between them and MSC concerning CEOP activities.

6.
OTHER ISSUES

(6a)
Benedict informed the participants that The Fifth CEOP Implementation Planning Meeting would be held jointly with the IGOS-P IGWCO theme implementation team in Paris, France, on Monday 27 (Sunday 26) February – Wednesday 1 (Friday 3) March 2006. The preliminary agenda/timeline that was circulated along with the announcement of the meeting sent out on 4 July accounts for a small meeting of the CEOP working group chairs to be held on Sunday 26 February in the afternoon. The CEOP sessions will take place on Monday through Wednesday, when the joint CEOP/IGWCO sessions are scheduled and the second half of the week will be dedicated to the IGOS-P IGWCO theme. The participants were asked to consider their attending of this very important meeting and to advise Benedict and Koudelova about their possible participation as soon as possible.

 (6b) 
Koike reported on the WCRP Observation and Assimilation Panel (WOAP) Meeting that was held in New York, USA 1 – 3 June 2005. He reiterated that WOAP, chaired by Kevin Trenberth, and WCRP Modelling Panel (WMP), chaired by Jagadish Shukla, were two newly established panels that target: (i) to assist in optimization of observational strategies for sustained observations and act as a focal point for WCRP interactions with other groups and programmes as well as coordinate observation and assimilation activities across WCRP (WOAP, http://copes.ipsl.jussieu.fr/Organization/COPESStructure/WGOA.html), and (ii) to coordinate modeling activities across WCRP as well as liaise with modeling initiatives beyond WCRP (WMP, http://copes.ipsl.jussieu.fr/Organization/COPESStructure/ModellingPanel.html). As a part of its coordination function, WOAP aims to enable closer interaction between CEOP and WCRP and its observation and assimilation activities. At the WOAP meeting, Koike presented achievements of CEOP Phase 1 and introduced CEOP goals and implementation plans for the next phase. He reported that the CEOP achievements were highly appreciated by the WOAP members.


Koike also mentioned that the WOAP members recommended that the next revision of the science section of the CEOP Phase 2 Implementation/Science Plan emphasize, even more than the current version, the compatibility of CEOP with other scientific programs of WCRP. Koike and the WOAP members are preparing a report on CEOP and its Phase 2 Plan that reflects the important observations made by the WOAP members and that will be submitted to WCRP JSC.
(6c)
Koike advised the group that the draft of the CEOP Phase 2 Implementation/Science Plan was undergoing final revision before submission to the GEWEX SSG members that is due by the end of July 2005. The participants were informed that any of their comment and suggestions on the draft of the Plan would be welcomed and appreciated since such feedback would help to refine the document leading to a final version that is planned be published at the beginning 2006. 

Subsequently, a new version of the draft has been finalized and is currently available at: http://monsoon.t.u-tokyo.ac.jp/ceop/document/phaseII_plan/ for further comments and suggestions that should be addressed to Benedict (sam.benedict@gewex.org) and Koudelova (petra@hydra.t.u-tokyo.ac.jp). 

(6d)
Benedict pointed out that the GEWEX Executive Meeting would take place on 24 – 26 August 2005. Benedict and Roads will represent CEOP at this meeting and will report on activities and achievements of CEOP and introduce the CEOP Phase 2 Implementation/Science Plan.
7.
CLOSING

Koike acknowledged the participants for attending the call and providing their valuable contributions, comments and suggestions. All NWPCs spokespersons and WTF CEOP team members were commended for their progress and continuous support to CEOP.  The call was adjourned at 15:00 UTC.
APPENDIX 1
Instructions for registration and use of WTF-CEOP Distributed Data Integration System 

1. Users need to open an account. Please visit the following web page to register and open your account:

http://ceop.restec.or.jp/auto_pass.html 

You need to enter a Login name, which can be up to 8 characters long using only the letters (a-z) and the numerals (0-9), and your e-mail address. This is an automated system, which will create a password and send it together with other information to you via an email. Only one person can perform the registration process at a time so if you are not able to access the registration page please try again in a few minutes.

2. On the left side menu of the WTF-CEOP pages is the item "User's Manual". If you click on this, you will go to our website pages that will inform you of any restrictions or problems with the system, and it also provides an online User's manual and data list for the system. 


3. We would greatly appreciate it if you could register and use the system to create at least one plot of Insitu data and report any encountered issues or your comments and suggestions to us via an email at: rd@restec.or.jp.

4. In summary, the following websites can be referenced:
Registration for WTF-CEOP:
http://ceop.restec.or.jp/auto_pass.html 

The WTF-CEOP website (password is required):
http://ceop.restec.or.jp/las/servlets/dataset
 
The WTF-CEOP Project CEOS WGISS website:
http://jaxa.ceos.org/wtf_ceop/
Please note that the current version is a prototype and there are still many “bugs" that need to be removed. The best way to accomplish it is to ask users to provide indispensable feedback to us. Please be such a kind user.

Thank you very much for your cooperation!

WTF CEOP Working Group
